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Chapter 8: Machine learning 

applications in enhancing loan-level 

transparency and decision-making 

8.1. Introduction 

Machine learning algorithms have become a standard in modern industries, solving 

numerous complex problems such as image classification, personal recommendation, 

and smart trading (Gadi, 2023; Burugulla, 2025; Challa, 2022). This work makes a step 

further in the application of ML in boosting the loan market by developing a framework 

that efficiently analyzes the massive loan subset of the securitization market, 

traditionally characterized by a lack of transparency and insufficient subordinated bonds 

pricing. Our main contribution specifically supports potential loan buyers in conducting 

thorough analyses and buyers in modeling the complex loss-given default in real estate 

properties. To properly approach this objective, we access, clean, and preprocess a set 

of tens of millions of residential mortgage loans and develop a severe loss function 

dependent on numerous economic factors for each loan and for the entire securitization 

trust in order to appropriately link the managerial and contractual levels. 

While traditional credit risk models deployed in the financial industry have successfully 

predicted potential defaults and portfolio losses on large-scale data mainly composed of 

publicly available companies, more challenges have to be overcome in the similar but 

less developed loan-related markets (Pamisetty, 2024; Gadi, 2023; Burugulla, 2025). 

Banks or large institutional lenders usually provide alignment of interests or monitor for 

the completion of other covenant-stipulated terms. In addition, over time these 

significant pledged assets securing the debt can cause the value extracted from the 

collateral to deviate from the contractual obligation over the loan life. Deterioration is 

negatively linked to the loan probability of paying all expected installments and to the 

eventual collateral repossession where additional high costs might evolve. 
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8.1.1. Contextual Framework and Significance 

It's undeniable that data science has been playing a crucial role in the decision-making 

process for entrepreneurs and investors. Data analysis employing appropriate machine 

learning techniques is highly recommended to estimate, predict, and forecast potential 

financial loss in real asset industries such as real estate, municipal bonds, and loans. By 

analyzing historical data, investors always strive to understand the question of "how 

good is the credit quality of a financial product?" In many cases, transparency 

enhancement is linked to the goal of building trust and increasing transaction frequencies 

among investors and sellers. The more transparent the assets, the stronger the demand 

will be, such as enhancing the credit risk model performance to provide more accurate 

probabilities of default and building new statistical investment analyses for the market 

to evaluate the infectious disease crisis. 

For loan products that are originated by online marketplaces, where loans allow both 

retail and institutional investors to build transparent lending-based investment activities, 

credit risk evaluation and making eye-catching result predictions are crucial. Investors 

always rely heavily on ex ante and ex post explanatory loan-level data attributes. Many 

of them can verify the competitiveness of their investment models, such as machine 

learning models built over different expected return definitions. First, the identification 

and separation of credit risk inherent loan-level features can deeply show how a 

particular model prediction from different predictors is derived. Second, understanding 

the generalizability of predictive performance in different distributions of future unseen 

observations is important for investors when making potential lending decisions. When 

investors better realize the fact of accepting default products, they can drive the standard 

prediction model from the trend of shifted upcoming loan defaults. 

‘FinTech’ broadly refers to the use of technology and innovation to improve the 

efficiency of financial services. A wide range of FinTech-related activities have been 

decentralized out of traditional banking systems recently. Empirical analyses have 

shown that both individual and enterprise loans are now significantly affected by 

FinTech penetration. Along with the development of these alternative lending models, a 

surge of big financial data is now generated, accumulated, and updated every second. 

Despite so much useful information available, the evolution of financial intermediaries’ 

information content provision at an aggregate level remained relatively stagnant until 

2017. Policymakers and academics thus have been urging for greater loan-level 

transparency to arrive. The previous research results on the alternative finance market 

only relied on secondary or alternative data sources, regular commercial data surveys, 

and leading community-based platforms. No unified database forms a complete, 

comprehensive, and fresh dataset to support big data and machine learning applications 

of credit scoring readily available to the public. 
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8.2. Overview of Loan-Level Transparency 

Loan-level transparency is the ease with which an interested party can access individual 

data elements of assets embedded in a security, with minimal cost and delay associated 

with data processing. Loan-level transparency is important because granular data 

underlying the securitized assets are crucial to the accurate valuation of such securities. 

The importance of loan-level transparency to investors has been widely recognized, and 

in many cases sought through regulation. It has been recognized since the Great 

Depression in the United States that investor access to loan-level data has been at the 

core of the agency problem that securitization regulators try to overcome. Problems 

related to unsound underwriting standards and market discipline are directly tied to the 

low transparency of securitized assets. Knowing all individual representations and 

warranties provided to investors would prevent issuers from including in the 

securitization pool non-compliant or faulty loans. With better access to loan-level 

information, investors would identify such loans and enforce all legal remedies. 

In a loan distribution scenario, not all the participants have the ability to assess credit 

risk on their own. Credit assessment for individual beneficial owners and upstream risk 

transferors involves a cost that consists of the following two broad layers: information 

collection and information screening. Different layers of beneficiaries have different 

institutional arrangements in place that determine the cost of information collection and 

screening. The potential beneficiaries can allocate resources to information production 

on the loans. Investors with certain vested rights in the loan market would have an 

incentive to collect information with a proprietary nature in order to provide superior 

market assessment of that information. Additionally, only some of the potential actors 

have the ability to perform due diligence, allowing others to copy the superior 

assessment at a reduced cost. Because underlying loan performance is very difficult to 

predict, the minimum amount of loan-specific information needed to make an informed 

prediction about loan performance should be commensurately high in order for the 

markets to properly function. The minimum information required by the different task 

beneficiaries is often collectively thought of as providing market transparency. 

In this chapter, we provide a discussion on the increased use of machine learning models 

to address long-standing data quality issues in transaction-level mortgage datasets. The 

mortgage-backed securities market has many potential applications of machine learning 

methodologies toward enhancing transparency for investors. However, transaction and 

loan-level problems prevent investors from implementing these advanced techniques to 

improve the decision process at trading desks or investment valuation models. For many 

investors, these issues present high barriers to entry, and thus the market is not as liquid 

as other markets. 
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Fig 8 . 1 : Loan-Level Transparency: Enhancing Securitization Integrity Through Data 

and Machine Learning 

We established that the market is witnessing an escalation in the mounting quality 

problems of available bond and loan-level data and that machine learning techniques 

offer a promising and necessary path to provide loan-level transparency. For example, 

before 2008, transparency data included only loan purpose, interest rate, loan balance, 

and credit score, and as a result, bond and investors missed out on risks that were 

building from irrational lending practices. In the structured finance markets, parties such 

as issuers, service providers, and vendors with increased specific knowledge present 

information that is not known to the non-agency investor, who is the ultimate risk taker. 

These problems are further exacerbated due to hierarchical security claims where senior 

tranches hold clean contractual rights but cannot monitor collateral performance. 
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8.2.1. Importance of Loan-Level Transparency for Financial Analysis 

We start by discussing the reasons why defining loan-level data and providing 

transparency is crucial to sound financial analysis and efficient decision-making for all 

participants in the lending industry. The entire financial industry gains an advantage 

from the benefits that deriving predictive structures from these elaborate, extensive, and 

deep data can deliver, facilitating improvements in understanding and in the control of 

loan risks throughout the lifecycle of lending activity. It should be outlined that treating 

the existing abundance of data acquired during the several stages of a loan's life for 

statistics and for machine learning algorithms should result in lower costs and a more 

rational use of resources applied in different aspects. 

Loan-level transparency has a direct impact on this type of exposure, acting on 

previously identified weaknesses. So, we can outline the following reasons justifying the 

relevance of the topic of our research: lending is a transaction with a high risk cost 

formed by unique characteristics; banks and other financial organizations retain credit 

risk exposures leading to crucial questions about how this exposure is identified and 

controlled internally and conveyed to external market participants, on equity forms, on 

accounting regulatory rules, and reporting standards; and regulators are worried about 

banks' use of techniques for credit risk mitigation to incorporate credit risk management 

into this responsibility and the role that these techniques can play in effective credit risk 

transfer activities. These techniques, among others, are meant to promote legal 

adherence to an additional form of transparency, loan-level transparency. 

8.3. The Role of Machine Learning in Finance 

Finance relies heavily on databases and spreadsheets to record every transaction made 

in Excel, then uses SQL to extract tables, scatter plots, and line graphs within Microsoft 

Excel or Python. Machine learning is all about learning from past data to make future 

forecasts or predictions. Many finance workers turn to machine learning to enhance their 

Excel skills, having both Excel and machine learning as options rather than an either-or 

proposition. Banks and financial institutions have been storing and organizing data for 

years, generating a large amount that machine learning can work with to help inform 

day-to-day bank stabilization. Machine learning finance solutions are used to categorize 

articles, convert raw data into actionable strategies, and create solutions for 

differentiating consumer behaviors that will impact growth and portfolio risk. 

In the trading realm, econometrics and other standard statistical methods have been used 

to produce alpha for the bulk of quantitative trading firms. However, machine learning 

has entered the fray with a diverse arsenal of techniques: reinforcement learning to 

decide how to allocate a portfolio for acting slowly, neural networks to determine the 
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settlement price of a large amount of assets in a highly regulated market, clustering to 

disassemble a constant order into smaller orders to impact the companies' bottom line, 

and many more. As technology that empowers traders continues to evolve, the idea is 

that it can generate alpha and risk-adjusted returns potentially by a bank as they allow 

markets to smooth out inefficiencies that will likely go away. 

8.3.1. Impact of Machine Learning on Financial Decision-Making 

Machine learning is having a significant impact on financial decision-making, 

particularly in the credit granting process, in a number of ways. The most disruptive 

force, affecting both incumbent banks and non-bank lenders, is the rise and advances in 

the capabilities of so-called fintech lenders. These non-bank lenders employ a variety of 

machine learning algorithms to extend credit to a much wider audience than traditional 

banks, often much more quickly. Additionally, a number of upstart banks have sprung 

into existence with the primary purpose of gathering and analyzing the data required to 

make decisions involving credit and lending. These new models can evaluate the 

potential creditworthiness of both traditional and non-traditional customers with 

lightning speed and make direct contact with these customers. Recently, established 

banks have also opened innovation and fintech hubs to explore similar product 

development. This turn represents a major shift in trends in the development of consumer 

financial products and has led to the discussion of financial institutions as tech 

companies that are also involved in offering financial services. 

Fintech lenders rely on significant datasets, covering numerous consumer and non-

consumer loans (Pamisetty, 2024; Gadi, 2023; Burugulla, 2025). They develop their 

scoring models using machine learning instead of traditional people-driven 

methodologies and proprietary rating models that rely in large part on traditional agency 

ratings. These new lending models employ not just credit bureau data, but also new 

forms of non-traditional data to assist in making automated loan decisions. These 

decisions can also increase transparency by presenting potential borrowers with several 

forms of structured offerings that allow for tailored solutions that traditional lenders 

cannot match. This new form of marketplace lending based on machine learning has 

grown significantly in both volume and complexity, and conditions exist for this trend 

to continue its expansion. As a result, marketplace lending is subject to scrutiny from 

several quarters. Its ability to drive credit inclusion, however, and the innovative use of 

structured data to facilitate tailored offerings to non-traditional borrowers cannot be 

ignored. 
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8.4. Data Sources for Loan-Level Analysis 

In lending, transparency is a fundamental requirement. It helps the lender and loan 

applicant to understand each other’s background and assess potential lending risks. The 

secured loans market, in the form of either residential or commercial real estate loans, is 

often more transparent, and transparency is typically facilitated by information provided 

by property valuers or real estate agents. Data transparency is facilitated by greater 

access to data as well as improving data quality, but it is incomplete due to imperfect 

and asymmetric information between lenders and loan applicants. Regulations require 

lenders to disclose certain information to a loan applicant before the loan application and 

consummation of the loan, but the quality and comprehensiveness of the required 

disclosures often need to be improved. 

Given that low data transparency can lead to information asymmetry and hinder potential 

deals, which, in turn, can impact the rates and limits that lenders provide when 

underwriting a loan, this chapter focuses on how we can use machine learning models 

to enhance the transparency of data at a loan level for real estate lending and better 

support the commercial real estate lending process. We focus on the mortgage lending 

process to provide a blueprint for others wanting to implement these ideas within their 

own operations. In particular, we look at how we can enhance the level of transparency, 

objectivity, and soundness of the numerous empirical analyses required to underwrite a 

commercial lending deal. 

8.4.1. Key Data Repositories for Comprehensive Loan-Level Analysis 

The first key source of data for performance and risk analysis of MBS and private-label 

RMBS is a trusted source of information in the MBS industry, offering a high-quality 

suite of products to access and analyze MBS content every month. The second key 

source of data provides monthly performance data on MBS, ABS, and its type of MBS, 

usually within 20 days of the release date of trustee reports. The above-mentioned data 

repositories are each licensed from the industry and have been amalgamated into a 

Performance Data product. The latter company markets its own Performance Data 

product, containing Performance Data for single-family/1-4-family trust and agency 

MBS, with the additional availability of certain means of chart data. 

Commercial MBS data is generally available to many investors, offering U.S. and 

international investors detailed information with flexibility. The Enhanced data add-on 

for the Performance Data product contains information on reporting classes and 

subclasses, and in addition to the measures mentioned, also reports statistics at the 

commercial mortgage loan level. By endowing investors with the opportunity to 

scrutinize performance data for each individual loan and to reassure investors or appease 
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their skepticism when purchasing commercial mortgage-backed bonds, this 

specialization adds unprecedented clarity to the commercial MBS market. The 

transferred files can be used in both nonstandard and standard software, either standalone 

or as a database. 

8.5. Machine Learning Techniques Overview 

This chapter provides an overview of machine learning (ML) techniques that are suitable 

for loan-level transparency (LLT) enhancement and decision-making in a lending 

environment. ML represents a subset of artificial intelligence, which trains machines to 

learn the underlying data patterns and make predictions based on the learned patterns. 

ML has been widely recognized in many sectors such as medicine, art, and engineering, 

and it is now rapidly expanding its applications in business and finance. In visible data, 

such as face-to-face lending, pre-determined assumptions on data patterns, variable 

relationships, or even distribution forms may lead to biased outcomes; thus, traditional 

modeling methods may not be a good fit. 

Unlike traditional methods, ML methods do not have pre-assumptions about data 

parametric characteristics, which allow ML models to learn data distribution and patterns 

extensively and thus deliver more predictive power. This approach makes ML 

techniques particularly useful for credit evaluation, where balance sheet data and firm-

related information can only partially capture a borrower’s risk and where continuous 

uncertainties exist for the use of new data features, inclusion of high-dimensional and 

big data into modeling exercises. In the banking context, ML can add intelligence to 

existing processes and has been applicable in almost every stage of the credit life cycle, 

facilitating the applicant-selection process, supplementing with other methods to assess 

the default possibility of borrowers, and enriching the risk-based pricing system. In this 

paper, we focus on three critical decision stages and discuss ML techniques that are most 

suitable. 

8.5.1. Supervised Learning 

Supervised learning methods aim to learn a function that maps the input to the output by 

using a labeled dataset as training data. The trained model learns the patterns from these 

labeled examples to generalize about the mapping relationships between relevant 

features and the output variable. Establishing the accuracy of the information used for 

creating the labels is crucial and should be carefully scrutinized. The algorithms and 

techniques used for supervised problems typically differ from those employed for 

regression versus classification tasks. The classification task is considered, for example, 

when we want to predict the risk of default of a mortgage loan. The target variable 
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describes two outcomes: Default or No Default for predicting whether the customer will 

default at some time or not. The basic difference between classification algorithms and 

regression lies in the type of output or prediction obtained. In classification, the output 

is a categorical value, where the goal is to accurately predict the category to which a new 

data point belongs, while in regression, the output is a continuous value, where the 

objective is to predict values for a new data point based on regression analysis. 

8.5.2. Unsupervised Learning 

To represent the data and all its important variable structures, clustering techniques are 

favorable in unsupervised learning. It automatically predicts the structural relationships 

between variables and identifies subgroups in the lenders' portfolio. This approach helps 

in identifying different segments in the portfolio and then analyzing those segments with 

different predictive models. Such automatically categorized datasets of variables and 

observations would reduce human bias, which is required when back-testing or 

analyzing groups within a dataset. The techniques that are used in this study are self-

organizing maps and one-class SVM. 

Self-organizing maps perform the clustering in the data on the basis of better product, 

which can be generated dynamically. It can be represented on a two-dimensional matrix 

where the customer can be plotted as points within the cells in this two-dimensional 

space. Research showed the strength of self-organizing maps in non-linear 

dimensionality reduction, which is required in loan-level transparency. However, it 

needs a certain amount of training to discover the non-linear relationships in the data. 

Self-organizing maps have been successfully used before in finance applications with 

promising results. One-class SVM explicitly sets the separation plane in the space 

around the positively selected observations and calculates the distance of each 

observation from the center. With the properly adjusted kernel, this application provides 

the description of the given class, which was used on previously constructed self-

organizing map groups. This is truly a challenging problem since self-organizing maps 

is an unsupervised learning algorithm where the dependent variable is not present. 

8.5.3. Reinforcement Learning 

Reinforcement learning is a type of machine learning, where an agent is trained to make 

decisions based on the dynamic conditions of an environment with some inherent 

maximization of rewards. The essence of reinforcement learning in loan applications can 

be for the loan recommendation, either approval or rejection of the loan application 

based on its credit risk assessment, and the decision is given to the agent (in this case, 

say a bank or loan officer). The agent then interacts with the environment, modifies the 
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environment in some way, and gets the outcome, such as penal or good responses. The 

objective is to train the agent in the optimal decision-making process and consequently 

increase the profits for the bank using reward maximization. In the lending industry, 

there are various scenarios for using reinforcement learning, such as lending process 

optimization, risk management, and fraud detection. Causal inference from 

reinforcement learning is one of the trending topics in the financial industry. Causal 

reinforcement learning uses the capabilities of reinforcement learning to explore the 

structured data for the sake of causal inference. Evidence from reinforcement learning 

in an environment with loan applications and granting can maximize the potential profit 

of the financial institution. The unique essence of reinforcement learning is its capability 

to identify the environment and make accurate decisions based on rewards that can foster 

loan-level transparency. 

 

                                           Fig 8 . 2 : Unsupervised Learning 
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8.6. Predictive Modeling in Loan Decisions 

We begin by describing the company’s underwriting process during times of low 

property values. Before the financial crisis, lower property values and higher subsequent 

property appreciation rates meant that if the company was wrong in lending 50% of the 

property’s value, it was still likely that the company would have a decent cushion against 

loss. So, many of our loans originated just by figuring out the historical income of a 

building, how much we would be willing to lend against that income, and then scaling it 

back to 50% of the property value. 

We were able to do this via simple rules. So, we wrote rules to predict property value, to 

predict whether or not the building actually generates sufficient income to support the 

loan amount, etc., and lent accordingly. However, we want to eventually scale our 

business to 2005 levels when property values were roughly twice today’s property 

values. This is going to require us to automate our decision-making a bit more. Several 

of our over 20 decision points are not triggered on the vast majority of the loans that go 

through the process, and as such, we believe we can address these decision points 

initially via simple binary classification models. 

8.6.1. Credit Scoring Models 

A very common use of machine learning in the finance sector is its use in credit scoring 

applications. These models are used to determine the likelihood of non-repayment by 

the borrower. The type of model varies from traditional scoring to more complex rating 

models. Characteristics such as the following are used to decide the model type: Single 

metric – yield, equity price; Thresholds – rating symbols; Qualitative assessments – 

opinions. 

Credit scoring models estimate the probability of default as an outcome variable. In 

single metric credit scoring models, a single criterion like yield is used to encode 

different borrower characteristics. Models based on thresholds use percentile 

breakpoints to distinguish between plausible and not plausible borrower risk categories. 

In models based on qualitative assessments, financial and non-financial information, 

history, and borrower ownership career are used as specific determinants in the credit 

rating score. The main objective is to develop a model that ranks good borrowers (low 

likelihood of default) as well as possible at the top of the score and bad (high risk of 

default) borrowers at the bottom of the list, to maximize investor wealth, ensure investor 

protection, and satisfy loan originators' needs. 
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8.6.2. Risk Assessment Models 

One common approach in underwriting is to quantify the risk of default and adjust the 

mortgage interest rate in response. Even though financial institutions usually use 

guidelines to determine loan interest rates, they can also take additional fees or unusual 

interest rates based on major risk factors, such as loan-to-value (LTV) ratios and credit 

scores of the borrowers. Risk assessment mathematical models can also be applied by 

lending institutions to predict how probable it is that the debtors are able to pay off loans 

completely, even in cases where interest rate risk or other forms of risk are ignored. Risk 

assessment models also offer a consistent statistical method to compute risk by building 

a statistical strategy over regularities or observations. This eliminates the burden of 

determining interest rates based upon potential political bias and legal restrictions related 

to empirical findings. Further, the prediction of recovery rates for specific debt 

instruments is crucial for an entity making the decisions, like modeling the expected loss 

related to holding positions in said debt instruments during life. 

Some examples of such models include: 

Expected Default Frequency (EDF), EDF and Recovery Rate, LIS Modelling, 

RiskMetrics, Capital Flight, Loan Performance Credit Risk Model, Enterprise Risk 

Calculation, Investment Evaluating Risk, Historical Default Rates. 

The scale at which the model is applied is in-house, national, or regional. ROC analysis: 

1. In-house models use the information on each specific debtor in conjunction with 

information on debt structure to determine the risk of default and the amount or 

percentage that will be recovered. 2. National models are usually based on large sets of 

public data and little specific information on a particular debtor. 3. The regional models 

are based on large sets of public data and a lot of regional economic and housing 

information. Such models are suitable for large-scale dynamic risk-based pricing. 

8.7. Natural Language Processing in Loan Applications 

We have so far observed several machine learning applications applied to various 

objectives that range from increasing loan-level transparency to improving decision-

making by financial institutions investing in collateral-based loans. In general, pre-loan 

approval tasks have seen advancements through supervised and unsupervised learning 

approaches. In this section, applications of text mining and natural language processing 

associated with loan applications, a group of techniques that lie within the broader 

unsupervised learning category, is reviewed. 

Consumer-perceived credit risk is an important area of concern within auto lending. This 

research found that sentiment scores derived from review text were found to significantly 
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explain variation in auto loan delinquency rates. Separating reviews across positive and 

negative sentiment scores, this research classified positive sentiment scores to have 

lower (higher) delinquency rates on loans originated by banks (non-bank lenders) that 

have relatively weaker consumer protection requirements. 

8.7.1. Sentiment Analysis 

Sentiment analysis involves predicting the sentiment polarity regarding a complete 

review or a phrase-level sentiment classification about particular phrases, sentences, or 

words, or a topic level, where topic and sentiment opinion are determined separately. 

Sentiment analysis applications include social media applications and reviews created 

by customers, for example, reviews and newspaper reports. The main goal of sentiment 

analysis is concerned with the application of the natural language processing technique, 

arising from machine learning techniques, to predict the sentiment polarity of a given 

text expression. Sentiment analysis can be broadly categorized as unsupervised learning 

models, supervised learning models, and deep learning methods. The unsupervised 

models estimate patterns from the large data believed to exist in text without labels; for 

example, they can be used to estimate whether the resulting output is topical or assertive. 

Sentiment classification of a document can be optionally achieved at the sentence level 

and then aggregated. However, researchers in several works detailed a categorized three-

level approach, and the hierarchical multilevel scheme is then used to carry out the 

phrase-level or word-level analysis of each sentence reliably. Hierarchical multi-level 

sentiment analysis is fundamentally an essence of a separate process that decomposes 

original tasks to handle sub-problems separately by passing outputs from lower levels to 

higher levels in a pipeline fashion. In sentiment analysis, the hierarchy not only 

facilitates better explanation by independent estimation without confidence biases 

between different labels but also simplifies the exploration of inversely directional 

abstract representations of text contents. 

8.7.2. Document Classification 

A financial company always collects and analyzes an enormous volume of documents 

before making a credit decision. Some of these documents are financial statements and 

tax returns. These documents contain information such as income, expenses, assets, and 

liabilities to the client. They are crucial for the credit officer to perform credit analysis. 

There are so many documents that they usually cannot be reviewed manually. This 

process can also be complex, expensive, error-prone, and sometimes dangerous because 

it involves specific regulations and requires a high level of privacy. Also, documents 

could be falsified or changed for fraudulent intentions. To improve the process, a more 
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efficient process is necessary. One possible way to solve the issue is through the 

implementation of document classification models. These models can analyze the text 

in the document and classify it automatically. It is possible to quickly find out if the 

document should be analyzed by a credit officer from the financial sector or not. 

Meanwhile, the credit officer spends more time on value-added activities such as 

thoroughly evaluating the financial health of the borrower. 

Document classification is probably the most common problem in text classification. It 

is straightforward to understand. Given a set of texts where the majority of them belong 

to a class, the goal of classification is to understand and classify the unstructured text. It 

is possible to use classical statistical models for text classification such as Naive Bayes, 

logistic regression, or support vector machines to classify documents. However, more 

recently, with advances in deep learning technologies, models such as Convolutional 

Neural Networks and Recurrent Neural Networks commonly used for this task have 

demonstrated promising results. 

8.8. Enhancing Decision-Making Processes 

Finally, the research on ML in securitization has to expand into relevant areas such as 

distributed ledger applications, data classification, and capital regulation. Motivation 

could be drawn from the research on white-collar crime in organizations, connecting the 

potential impact on economic wealth and stability with a high degree of loan-level 

transparency in securitization. Recent research has inevitably identified distributed 

ledger properties to enhance securitization by creating accurate loan-level transparency, 

given that the specified asset is initially documented at high granularity in a theoretically 

distributed ledger. It does not take long to recognize that in order to redistribute asset 

value by means of a securitization process, an increased interest in asset classifications 

arises. The origin of assigned ratings becomes a subject of research because regulators 

assign capital to the relevant tranches with reference to the assigned ratings. 

8.8.1. Real-Time Data Processing 

The popularity of machine learning techniques across different fields is in part the result 

of advancements in the underlying software, allowing businesses to undertake real-time 

processing and decision-making. This capability is important for coping with 

transactional data families because real-time updates are essential for preserving data 

quality. The attribute updating requirement is applicable to various characteristics of 

loans, such as prepayment behavior, default status, and delinquency events. Credit 

providers would anticipate these events and adjust the features. Therefore, the timeliness 
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and accuracy of model-based predictions are critical for revealing borrower 

characteristics, expectations, and favorable property attributes. 

Data Envelopment Analysis is extensively used in real-time settings to measure the 

deviation from target ratings in comparison to future opportunities or to monitor the 

performance of rated products. In the unbanked and underbanked peer-to-peer lending 

market, models are used to assess unrehearsed performance and to see through 

borrowers' willingness and their abilities to adjust loan conditions as financial 

emergencies arise. All stakeholders seek real-time risk prediction solutions under 

numerous financial regulations to improve borrower and lender experiences. The rise of 

fintech industry instruments capable of machine learning applications that operate 

digitally and serve customers has replaced human labor with modern technology and 

data processing systems for instant collective and predictive intuition on borrower 

behavior, characteristics, and loan conditions. 

8.8.2. Automated Decision Systems 

Automated decision systems (ADS) are increasingly involved in the decision-making 

process in many fields, including finance, healthcare, HR, and transportation. While 

automated decision making offers strong potential efficiency gains, ADS can result in 

serious and sometimes irremediable harm to individuals if used carelessly. The guidance 

provided by law and regulation is outdated and cannot cover modern data-driven 

systems. The purpose of this chapter is to explore and clarify the legal and regulatory 

considerations when using machine learning in business processes and provide 

organizations with best practices and recommendations for AI/ML implementation, 

particularly in crucial areas such as system fairness, transparency, and safety. 

The negative moral, ethical, reputational, and legal consequences of unfair and non-

transparent ADS operation make it crucial to support the independent operation of 

automated decision systems with respect for basic human rights and the due 

consideration of case law, and to develop recommendation systems and similar tools to 

foster awareness and understanding of the inherent risks and biases when using AI/ML 

models to inform and support decisions that affect individuals. In an ideal world, all ADS 

would operate in accordance with established legal and regulatory requirements and be 

supported by cutting-edge tools capable of critically assessing their potential impacts. 

However, as of now, there are currently no direct mitigating measures that can meet 

these needs. 
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                                     Fig 8 . 3 : Balancing Accuracy, Transparency 

8.9. Conclusion 

This paper proposed two machine learning applications: a knowledge discovery system 

for constructing a bank loan dataset from annual reports and a bank loan historical 

performance prediction system. The proposed knowledge discovery system is able to 

reduce man hours and deliver more accurate credit data. Additionally, it could enhance 

the transparency of bank loans, which has been the biggest issue in fintech. The 

framework based on the word embedding technique has the potential to construct other 

computations and to handle definitions in special usages, so it can be used in other fields. 
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The performance prediction system is useful for risk assessments, but the developed 

model must be frequently updated to ensure its accuracy of prediction. 

Future investigations into these issues could look, first, to continuing to add interest rate 

adjustments to the event time and then to examining credit spreads, which are desirable 

applications of bond investment. Second, using the vast feature space would be 

challenging due to the limitation of the radial basis function kernel. It is worth finding a 

solution to this issue since word representation is highly expected to be a fine-tuned 

approach to enhance model performances, not only in NLP fields, but also in general 

machine learning applications. 

8.9.1. Final Thoughts and Future Directions 

This chapter discusses a machine learning approach that can enhance loan-level 

transparency in private mortgage markets and improve valuation and risk assessment of 

residential mortgages. Our method combines a large set of mortgage loan-level 

performance data with a comprehensive set of property attribute data. Using machine 

learning, we map low-level loan performance data to property quality and structure 

characteristics and thus determine appraised property value and LTV for a large 

collection of unseen loans. We demonstrate the effectiveness of our approach on a large 

set of appraisals and closed loan records with both documented appraisals and validated 

loan performance. We detect a large proportion of the appraisal overestimation for 

refinance transactions shortly after the loan origination and estimate the loan book's 

potential LTV reduction during a house price slump. 

In future work, we plan to extend our transparent loan-LTV estimation to other mortgage 

lenders and develop our training dataset systematically with additional feature 

extractions and accuracy validations. We also plan to investigate how our predictive 

LTV relationship improves mortgage risk assessment. The transparent loan-LTV 

estimation can also be used to enhance other loan and mortgage-related applications. For 

example, it can help to improve the risk assessment, loan decision-making, and 

negotiation power of the counterparties in assessments and super-priority liens. The 

market's understanding of the LTV estimation for refinance transactions can also help to 

price the refinance mortgage risk more accurately. The relationship between refinance 

lending and borrower-related incentives is also an ongoing examination. With the new 

data that requires additional high-cost loan indicators, it implies a more effective future 

examination related to loan steering considerations. 
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