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Chapter 12: The future of intelligent 

advisory: Agentic systems and beyond 

12.1. Introduction to Intelligent Advisory 

The decision and action-making process may be enhanced by the modeling, monitoring, 

and simulation of complex systems. In this study, intelligent advisory systems are 

defined as technological systems that utilize data analytics and artificial intelligence (AI) 

to drive decisions and actions to solve a problem, mediate a process, or provide advice. 

Data analytics may be descriptive, predictive, prescriptive (or forecasting), or 

autonomous (or self-ruling or self-learning). Descriptive systems support a situational 

awareness and exploration of trajectories; predictive systems inform about estimates 

(probabilities) for the projected state(s) of the current situation, such as results and 

requirements; prescriptive systems suggest or perform decisions and actions in 

accordance with objectives and constraints; and autonomous systems description, 

prediction, and prescription is performed automatically. The value of the outcome 

usually increases when the sophistication of the system increases. 

Intelligent agents are systems with utilities composed of temporary beliefs, an agenda of 

pending communications for possible enforcement conditions, and action selection 

architectures that may include a strongly articulated cognition mapping, reasoning 

processes, and heuristics (2C or a set of approximated functions of it). An agentivity 

gradient is used to model the performance of an intelligent agent. It varies from null 

agentivity for bare systems (zero belief/change-action) passing through only belief-

change actions (weak agentivity), all agents of communications (intermediate agentivity) 

but without enforcement, and then reaching strong agentivity with widely articulated 

cognition. 

The deep learning algorithm has been implemented to drive the scalability of 

interpretable & adoptable deep deterministic policies from their design with fuzzy 

knowledge. Pure DNN suffers from the inability to provide fast time-to-action initial 
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policies and the gradual unfeasible complexity growth from narrow pathways, a non-

bounded linear lifetime increase, or discretizing processes that might deem infeasible the 

descriptors needed for millions of actors or graphs. Parametrization and abstraction 

mechanisms settle an adapted hybrid trajectory control & representation assists but 

degrade headway learning performance. Streaming the representations or agents leads to 

a well-defined state-space focusing diversity increase instead of pure random and 

uncontrolled processes. Control representational pieces of knowledge, the focus of 

network activity on temporal & structural localities, and spiking & oscillation-

interacting mechanisms bring about hybrid temporal or spatial NP conditions. 

 

                          Fig 12.1: Agentic AI Is the Future of Intelligent Systems 

12.1.1. Background Significance 

The rapid advancements in AI technology and reasoning capabilities will create a world 

in which the majority of decisions and actions will be proposed and taken over by AI 

agents and systems. The vast technological disparity between intelligent agents and 
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human beings raises the question of whether humans will still have a role in such a world. 

It is also critical to ask what the nature of useful human agency is in a world of intelligent 

systems. Solutions suggested by current research either rely on humans as decision-

makers or use AI-techniques to reason about the deliberative process of a human 

decision-maker. While both solutions maintain agency through humans as a bottleneck, 

they cannot be taken for granted as either adequate or guaranteed to avoid a desperate or 

miserable position for humanity. 

What would it mean for humans to remain an effective decision-maker in a society with 

intelligent systems? How much technology and reasoning capability could be abstracted 

from human beings before they cease to be effective decision-makers? Such agentic 

systems will take the form of an AI agent proposing decisions, able to justify and/or 

reason about the way this decision was reached, which your assistant would be able to 

personally refine. The advancements in AI in reasoning capabilities would produce 

powerful systems that could reason over uncertainty, manipulate abstractions, or learn 

things from the world and be leveraged as assistants and work along an often expensive 

world model of a scenario with a drastically increased number of states. 

Another line of continuing research in the interpretation of subsequent actions would 

focus on hybrid metareasoning architectures for close supervision of decision processes. 

Building systems able to selectively attend and explain any subset of actions available 

has been studied with various success. Either as a decision cogenerator or an advisor for 

the decision processes, being rationally understood would allow it to constructively 

assess its overall reasoning with no wasted computation or stray guesses being 

entertained. 

12.2. Understanding Agentic Systems 

Machine agency is among the most enterprising and contested ideas in modern society. 

It is the source of both visions of modernity and despair for the future. Machines are 

considered reliable and trustworthy when they alleviate human burdens, eliminate errors, 

or resolve difficult tasks, such as route optimization. Recent advances have led 

candidates for agency in decision-making, creativity, collaboration, or companionship, 

intended, or predicted to be both ubiquitous and influential. This affects the methods by 

which human beings interact within and across groups and societies, resulting in new 

ethical, theoretical, and empirical challenges for scientific and societal endeavors. 

Intelligent systems exert agency in a functional rather than a conscious or creative sense. 

Machine agency should be understood and framed within human–machine networks 

(HMNs) – social systems bridging both human and non-human actors, with machine 

actors operating largely or wholly autonomously. Machines have no self-generated 
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motivations, intentions, or goals. However, machines are increasingly capable of 

proactively affecting human group network behavior in significant roles, influencing 

either human beliefs, values, or attitudes, or the decisions and actions of other machines 

– actions capable of affecting the outcome of the network system as a whole. Moreover, 

machines are increasingly seen as and given roles as agents by their operators, as well 

as by other non-human actors, with the ability to cause a change, deliberate intent, and 

proactive action. This is termed a perception of agency. Agentic systems include 

intelligent systems with apparent agency by virtue of their roles in social and functional 

systems. 

Agency is unavoidably couched in social and functional terms; agency degenerated into 

the capacity to have effects (Vasarhelyi et al., 2015; Arner et al., 2017; Baryannis et al., 

2019). Such definitions derive from social theorists concerned with the human condition 

alone. By contrast, machine agency should be couched in a broader conception of agency 

as the ability to make valid judgments of the various networks of humans and machines 

comprising a social system, and the capacity to translate them into actions capable of 

affecting network development and evolution. This definition allows for the 

understanding of agency in terms of roles and functions performed, as well as 

recognizing its social nature and basis. The form or basis of judgments and judgments is 

considered unimportant. Agency is irreducibly social, and an agent in the social sense is 

fundamentally something treated as an agent. 

12.2.1. Definition and Characteristics 

Intelligent advisory systems are software systems designed to help build, configure, and 

evaluate intelligent agents, systems of agents and multi-agent systems. Most critical 

systems are on the one hand complex enough to require an advisory system and on the 

other hand still simple enough to allow this. The area of research is formal, mathematical, 

linguistic and programming languages and rule systems that allow the definition of 

advisory systems. An advisory system is an expert system that advises an agent, or a 

system of agents, how to behave. Explain plans can be proposed to agents by an advisory 

system when they encounter a certain state, sub-goal or other event. An advisory system 

for multiple agents creates prescribed behaviour for all agents, considering their 

interaction and mutual influence. Intelligent advisory systems have the following 

characteristics. 1. Specifying a node in a knowledge base or several nodes forming a 

knowledge base, each with a reasoning language. Specifying a goal that corresponds to 

the query. Specifying methods for producing an answer at a knowledge base. Specifying 

subsumed nodes in an answer. Formatting an answer. Specifying domains for sgEnty, 

pgEnty, nq, ϕ. Extensive options to choose predicates, terms, functions and constants for 

expressing variables on nodes to which an answer refers, reasons and justifications for a 



  

184 
 

claim towards its querying node. 2. Adding a predicate, a predicate with a term, function 

or constant. 3. Adding an implicit method. 4. Adding an explicit method. 5. Adding 

constraints on local variables of a method, consistency check, check class, agnosticity 

check. 6. Adding semantic types. Specifying a system or component for semantic types. 

Specifying argument paths and blocks. Specifying mapping functions from types of 

inputs/outputs of a method to refutable inputs/outputs of another method. Specifying the 

ability of types of tasks. Modifying a task. Modifying a graph with respect to a task. 

Compiling types to a task. Displaying respective types of effects of a task. Displaying 

nodes in a knowledge base that would be queried or changed. Specifying a pretext 

situation to be fulfilled or a posttext situation to be observed. 7. Specifying laws 

controlling a knowledge base. 8. Displaying historical truth values. 

12.2.2. Historical Context 

AI systems have a long history and an evolving definition; this paper focuses on 

intelligent advisory systems that integrate information and reasoning over it to provide 

value-add decisions and associated outcomes. Therefore, the notion of intelligence 

should be in the context of providing synthesis resulting in new knowledge extracted 

from data using a number of separate reasoning processes that integrate perspectives and 

operators with different information polarities (e.g., uncertain, untrustworthy, 

conflicting) and reasoning modes (e.g., statistical, logical, probabilistic). It should also 

be formed with an extended notion aimed at generating as natural, case-producing results 

as possible after deliberation, taking into account both reasoning outcomes and syntactic 

transformations (e.g., to produce text and graphics). Unlike existing work, ecosystem-

oriented intelligent advisory systems are advanced that involve a number of intelligent 

advisory agents arranged into clusters of differing cognitive perspectives. Each cluster 

of agents is characterized by a certain information processing unit, which includes a solo 

reasoning agent to narrow specified case-generating perspectives, passing distilled data 

to associations of reasoning perspectives, and refining data and text before they return 

snippets of new knowledge to the solo reasoning agent. 

Multi-agent simulations towards open-multi-agent systems with agentic processes are 

reviewed, along with reasoning evaluation metrics to benchmark the degree of human 

alignment. Such systems should be open, meaning with additions of new agents, and 

universal to maintain compositionality, reasoning evaluations, and cumulative learning. 

Agentic systems are proposed to embody coupled deliberative and exploratory processes 

for ongoing discovery of knowledge, goals, and functions from perceptions (states, 

plans, and actions), which would generate completely new strategies/ideas and their 

portfolio in feedback-loop systems. In three advanced simulations and prototypes, 

generations of high-check-maze captions/descriptions in extremely few tests, adaptive 
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strategies towards closed training scenarios with stochastic game formulations, and 

speculative investigations on texts/images are presented. The prospects of extensive 

simulators of decision-making or speculation-oriented novels with theory foundations 

are discussed, just like empirical earth for more scientific discoveries. Specific paths 

towards insightful and agentic paradigms are also outlined, through customizable 

ecosystems or groups of reasoning agents categorized by individual traits, on which an 

integrative system with their associations is designed. 

Recognizing the fundamental notion of agency is required to approach any design of 

supervisory agents at a more high-level perspective, as it helps build up agents that can 

actually track change or reliably deliberate on, being those at human-cognitive level or 

even much higher. Despite a lack of studies on sophisticated definitions, agency, in 

general, can enable planning behavior using the notion of agency, capturing the ability 

of an individual to optimize the choice of a goal or action plan. This would be criticized 

as naive, but nevertheless, it is valid even by limiting to much simpler phenomena such 

as machine learning or multi-agent systems, for which theories of choice are already 

well-established. 

12.3. Technological Foundations 

The advent of new technological foundations will ultimately lead to new designer 

technologies needed for 21st-century human-Agentic System incarnations (Choi & Park, 

2020; OECD, 2019). Technology should not be viewed merely as the means by which 

possible Agents are 21st-century endpoints. The 21st century will not merely be about 

technological tools: Cell-phones, video games, computers, appliances, and on and on. 

Technology should be viewed as the technology of variable designer realities. A 

technology of these designer realities will need 21st-century interdisciplinary Designer 

teams. Not only will there be the need for traditional firmware and hardware expertise, 

more importantly, there will be the need for social technology experts, including 

licensing experts, language designers, conceptually more complex syntax designers, as 

well as semantics designers, etc. Agentic Systems could be viewed as a designer milieu 

with traditionally quite modular and separate expertise knowledge domains that could 

be assembled in an ad-hoc manner, post hoc. 

This perspective is not practical: The challenge from Agents implies there is no time for 

this particular technology to be designed beforehand. How would design teams 

collaborate with reliably predictable Agentic systems to mutually escape their shared 

technological timeline? Could intelligent design teams still reliably collaborate over the 

21st-century timeline? Technological Agentic Systems could enter onto a 21st-century 

technological time line that would be past any designer's awareness horizon, and these 

systems might quickly go 'dark', preventing further reciprocal interaction. 
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Communications might become so influenced by the engagement of extremely powerful 

design Agentic System hardware and software that the fundamental assumptions 

necessary for team collaboration would no longer hold. For one thing, such extremely 

powerful intuitive language technology would likely use long observational time-lines 

to make very sophisticated decisions over sounds, words, and structured use of words 

through syntax and grammar. 

12.3.1. Artificial Intelligence and Machine Learning 

Today, intelligent systems that offer artificial intelligence capabilities often rely on 

machine learning (ML). Machine learning describes the capacity of systems to learn 

from problem-specific training data to automate the process of analytical model building 

and solve associated tasks. Deep learning (DL) is a machine learning concept based on 

artificial neural networks. For many applications, deep learning models outperform 

shallow machine learning models and traditional data analysis approaches. We 

summarize the fundamentals of machine learning and deep learning to generate a broader 

understanding of the methodical underpinning of current intelligent systems. 

Machine learning (ML) seeks to automatically learn meaningful relationships and 

patterns from examples and observations. It is seen as a subfield of artificial intelligence 

(AI), which refers to the largest intended capacity of an individual or a system to solve 

problems (reasoning or pattern recognition). However, the operational level of the 

description varies across the four assignments. Today’s intelligent systems with some 

cognitive capacities are routinely called intelligent/agent systems or information 

services, but they mostly rely on ML. The disruptive increase in computing performance, 

data, and research investment during the last two decades has been addressed by rapidly 

growing intelligent systems with augmenting cognition. This capability requires 

reasoning- or analytic-like functions with corresponding models that afford decision-

supporting outputs to user queries. 

12.3.2. Data Analytics and Big Data 

Big Data is a phenomenon that refers to extensive data generated at some rate or velocity 

which were previously unobserved or unexpected. Big Data is the alphabetization of the 

current world; everything is generating data. This phenomenon corresponds to 

Datafication. Datafication is determined as the conversion of worlds, physical locations, 

human interactions, and much more to data. Words and conversations have become 

texts; pictures and audio have been converted to files; commercial transactions are 

composed of data; users of social networks leave their trails and pictures labeled in data. 

The mobilization of people's movements is being converted to spatiotemporal data, and 
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human intimacy is being stored on cloud data centers. Data, generally speaking, are 

interpreted as assets, and their management corresponds to a possibility of a smarter 

world. as providing a large and timely database that afford quantitative analysis and 

predictions. As a reaction to Big Data around the world, an increasing number of 

companies and institutions are designing and implementing analytics. However, there 

are several critical issues to be addressed regarding the applications of analytics in the 

Big Data domain. 

 

Fig 12.2: Machine Learning Understanding the Fundamentals of AI Technology 

In general terms, there are several services around the world that take advantage of 

analytics for big data, which are ingenious and worth-impressing initiatives curated and 

used for the public sector such as mail and/or announcements classification, air and sea 

traffic prediction and tracking, and air quality monitoring, etc. However, there are also 

issues regarding the scalability and generalizability of such services and academic 

research activity with regard to meaning-making, extraction of trends and patterns, and 

falsifiability of predictions and understanding of uncertainty, erroneous interpretations 

and misuse, etc. The implementation and emergence of public services that act as pre-

computed analytics-driven databases for presumably general knowledge extraction as 

long as data visualisation services to explain the data back to the public and enable 

exchanges of ideas and critical perspectives, etc. The proposed frameworks can also be 

generic big data analytics structures that need to be adapted to comply with given 

contexts. 
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12.4. Applications of Agentic Systems 

The capabilities of agentic systems go beyond interstate modelling based on natural 

language. They have the potential to change how people engage with and are engaged 

by each other in socio-technical systems at local ecological scales, such as law, finance, 

education, commerce, and governance. Such systems comprise user-interfaces, message 

buses, servitor agents, process boulder-agents, proxy agents, monitoring agents, and 

public surveillance. Users can pre-negotiate behaviours with servitors, who act as 

obedient agents for their principals. Process monitoring agents that act on behalf of entire 

social groups will turn servitor agents against their users by forcing issues around 

inattention and intentionality to address implicit social contract matters. Presuming users 

to have intentionality when their interface behaviour appears agent-like enables social 

pressures on users to take responsibility and address the consequences of servitor 

misbehaviour. However, this ignores that agencies could perniciously serve or overlook 

the social group's basic values. As systems couldn't be rebuilt without assigning blame, 

even servers with consummate exonerating resources in local cases could curtail the 

time-scale of those breaching societal norms significantly enough to multiply harm. 

These suggestions for development include formulating a catalogue of normative 

behaviours for servitors to preclude the failure of salvation options and deselecting the 

most contentious ones. 

The interface could build trust by blocking public accounts undergoing undue scrutiny. 

Removing undue access permissions when network behaviour denotes misalignment of 

costs and unscrutinised behaviour would shift to personal accounts, redeeming time-

scale for amendment. Concurrently, miner agents would find alternative source servitors 

with the best anti-gene comparison to each banned process, most similar servitors 

repeatedly cross-examination to disambiguate wrongs with process agents, hence 

sustaining the no-fault economy. The servitor's behaviour would be observed at 

ecological scales for the next downgrade of permissions, ensuring expertise and 

institutional knowledge are not lost. Such independent redundancies would 

simultaneously drive the servant market productively. The agential future is itself 

uncertain as ownership and configure agents will shift the rules of society, but these 

developments ensure the choice remains agent-based and enduring scrutiny. 

12.4.1. Financial Advisory Services 

In the summer of 2020, Voya Financial, Inc., an employee-direct retirement savings 

platform, made an ambitious move into the health-care cost market. Commissioning a 

new healthcare cost model, Voya had a firm provide mathematical underpinnings for 

health care cost and expenditure forecasting, both with respect to capturing the shape of 

the distribution and the 5-year affordability rankings of plans. Voya used the model for 
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personal health expenditure (PHE) estimating to input just the age and gender, known 

by health insurers and plans. On these inputs, in its retirement planning tools, Voya 

informed investors of their projected health care costs before retirement and of their 

expected out-of-pocket health expenditures post-retirement. Voya also claimed input 

agnostic-but did not have test inputs-as used customized test inputs to illustrate the 

rational assumptions underlying its forecasts. Investor focus on PHE forecasts over time 

is indeed insightful. Moreover, the forecasts align with behavioral contention that insight 

into future anxieties generates a willingness to pay for better affordable choices. Further, 

like other recently commissioned investment forecasts, PHE forecasts add complexity to 

Voya’s investment narrative/explanation. What unparalleled, anticipating customer 

needs seems consumer infeasible? Test inputs were input agnostic but were either too 

complex or undeveloped. Input agnostic incapacity is a courageous platform aspiration; 

others, including consumer advocates, make similar input agnostic claims. When valid, 

input-agnostic algorithmic providers are more like manufacturers than fiduciaries. Input 

agnostic incapacity also generates lower scrutiny and regulation. Should Voya develop 

access to broader populations? Then there was concern about its accuracy or co-authored 

fiduciary investments as alternative prospects. Specifically, how price precision matched 

estimate precision is an open question, as Voya estimates included a trigger of broadly 

inaccurate affordability rankings. Further, being personal expenditure sensitive, with 

differences across long-time segments, ongoing funded estimates were needed post-

retirement lockdowns, with predictive machine learning development in deployment, 

exponentially expanding black box concern. Capture of PHE models and forecasts will 

prove considerable, as will conflicts with reliance on. If so, regulating algorithm-based 

or algorithmic fiduciaries are realistic, given expected debates over their bifurcated 

modeling. 

12.4.2. Healthcare and Patient Management 

Healthcare must balance robust security, workflow, interoperability, and bandwidth 

management to provide seamless access to data wherever it resides. Unless health 

professionals can find desired information efficiently, Patient-Centered Medical Homes 

cannot exist. Traditional health systems push information to the closed-loop, hub-and-

spoke model. Patients can initiate some communications, but they eventually talk to the 

system’s “spokes,” which don’t always know where to turn for information. With 

interoperability upgrades coming soon, this is a critical point in healthcare’s evolution. 

It is a moment of immense change, and change necessitates a combination of 

sophistication and simplicity to execute strategy effectively. As electronic data continues 

to proliferate, experts foresee advances in analytics and natural-language processing to 

assist users. 
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In the past few years, a return to the focus of healthcare organizational providers on 

caring for patients has forced a shift in how data is organized and shared. The role of 

chief information officers is changing. Health systems are beginning to realize the 

potential promise of enabling interoperability of structured and unstructured data while 

streamlining and improving the security of patient care management workflow. The 

standards for interoperability are already public, and closed-loop systems are migrating 

away from proprietary standards and structures. Vendors need to transition to the new 

standards and structures. Very importantly, the sensitivity of patient, family, and staff 

information must be addressed. It is imperative for vendors and health systems to 

proactively manage security as systems transition. Breaches are twice as damaging to 

health systems compared to every other type of organization. 

External intellectual capital in analytics and natural language processing, rather than the 

“old boys’ club,” is needed to embrace both security’s evolving demands and the 

immense potential of increasing care management and clinical efficiency. Patient 

experiences will also improve and evolve with the algorithmic development of adaptive 

agents that understand how to better engage patients 24/7, rank preferences, recognize 

and respond differently to emotional states, and suggest or adopt the most efficacious or 

delightful means to deliver data or provide a solution.  

12.5. Ethical Considerations 

Decisions about whether or how to give a target behaviour in systems must heed ethical 

and normative considerations. These considerations should inform the search for goal 

models as well as value and decision models to construct a system that credibly could 

be expected to address a user's concerns about unintended side-effects of the target 

behaviour. They instruct choices about agents' goal and behaviour revising and 

monitoring mechanisms, and about their architecture. Together, the target behaviour and 

these representations effectively delineate whatever agency an agent has, and the norms 

informing that agency. To construct systems that credibly could be expected to be used 

appropriately requires searching and establishing a dense connection between these 

facets of agentic systems. 

Models of agency guide the construction of agentic systems and inform inferences about 

these systems. They can inform the design of systems so that they can credibly be 

expected to act according to the agency requirements of their context, and are sufficiently 

malleable that those expectations remain valid during agentic system histories. Models 

of agency include theories of agency; decision and value models; and goal models. 

Information technologies embody in large part models of agency implemented as 

artefacts. Digital agents have several goals and plans that are reasoned in a decision 
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model and employed in deliberation. They have beliefs about the current state of the 

world that are reasoned in a model of planning and belief states. 

Studies that address the control of systems naturally lend themselves to a question of 

agency. Beliefs about the current execution of plans can be maintained and employed in 

a plan and execution model of belief to monitor system execution. In designing and 

evaluating an agentic advisory system the agency of the advice, belief-formation, and 

goal-disambiguation agents requires integrity, so that the concerns of system users can 

credibly be expected to be taken into account. This means that there are integrity 

concerns irrespective of details in the implementation of these agents, so that an 

embedding choice must be made. 

Protocols and systems now exist for controlled information dissemination using the 

blockchain, anonymous on-line transactions, peer-to-peer anonymous connections and 

anonymous physical actions. All these protocols could be incorporated into agentic 

systems to protect the individual’s or organization’s private information, either on-line 

or offline. 

 

Fig : The Future of Intelligent Advisory Agentic Systems and Beyond 
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12.5.1. Privacy and Data Security 

The proliferation of online and offline data and its gathering into vast information stores 

on the scale of ‘big data’ and ‘data lakes’ represents a threat to the privacy of individuals 

and institutions. Individuals are often oblivious to what happens to their data and how it 

is being used, while organizations often ignore the privacy of the users either out of 

apathy or greed. The Federation of Agents for Mutual Protection (FAMP) Project 

developed the concept of the “Privacy Agent” for taking care of an individual's privacy. 

It is now possible to augment such agents with the new generation of agentic systems to 

monitor online and offline data being gathered about individual users, to inform them 

and to occlude this information if they so wish. 

On the internet, online data gathering is supported and reinforced by sociograms that 

record connections, preferences, activities, likes, product-agent interactions, and the like, 

providing a complete view of users’ preferences and profiles. Such systems are under 

constant attack by cybercriminals and undoubted unintended information leaks. Agentic 

systems can be employed to actively counteract the information-harvesters by contesting 

suspected claims, occluding information that is not public according to the social 

stratification system of information that they maintain and informing users on what 

information is being gathered, with what possible uses and whether it is benign or 

malign. 

12.5.2. Bias and Fairness in Algorithms 

Algorithmic decision-making systems for hiring, student admission or loan granting 

have increasingly been adopted in recent years. Such systems process data about 

applicants and combine that data with statistical models to decide whether an applicant 

is granted an interview, accepted at a university, or receives a loan. Such automated 

decision-making (ADM) systems potentially reduce biased treatment or outcomes. 

However, there are also many examples where algorithmic unfairness is potentially 

reinforced by these systems. There are different shades of unfairness. The presented 

classification is based on the inequality in outcome that ADM systems introduce to 

protected groups. When designing or deploying ADM systems, it is critical to identify 

the different conditions that lead to unfairness in order to mitigate its negative 

consequences. 

Different terms capture the concept of proportionality, such as unfairness, 

discrimination, or bias. To remedy different forms of proportionality, this group does 

pay attention to investigatory standards, due processes, and redress protocols. In 

accountability and consequences of non proportionality, two side effects are discussed. 

First, there are the consequences that a bias in data is propagated by an automating 
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system decision-making. Second, even though the data used is not biased, the fact that 

data and models are used by the automating system produce changes on the social level 

which can result in a form of proportionality that must be taken into consideration. This 

classification of negative effects of automated decisions is not exhaustive. It is focused 

on just a few of the consequences that research on fairness in algorithms must deal with. 

The goal is to protect information from evaluators and in turn, access to resources and 

opportunities. There are specific historical contexts that must be accounted for to assess 

fairness. For example, gender and race discrimination is strictly forbidden in law but not 

in worship places or educational opportunities. After carrying out a thorough assessment 

of the criteria that render a decision unfair, the task remains how to achieve fairness in 

case any of the criteria fail to be met. 

12.6. Conclusion 

The intelligent advisory services industry is at an inflection point with new trends 

emerging to advance it beyond traditional financial advice. The architecture of the 

Agentic Systems of Tomorrow, their functionality and usability are currently being 

addressed. But socio-economical implications beyond the functionality and usability 

concerns future sustainable growth, resiliency, and broadened access. The financial 

advisory industry is challenged by new players and a fast-moving evolution of the needs 

and wants of clients. But in consequence, tactics of innovative ideas and technologies 

emerge to enable new product and services innovations. These innovative projects fall 

into the architectural design of an agentic system future intact financial advisory services 

for broader effective, efficient, and empathetic client engagement. 

The understanding, articulation, and analysis of the future architectures of the Agentic 

Systems of Tomorrow is addressed here with narrative discussions on agentic 

capabilities as a basis for augmenting the financial advisory service process. The 

research has had the form of both theoretical contemplation and empirical exploration. 

This new advisory architecture of an agentic service is depicted in the so-called 360-

degree financial agent or ‘360-degree advisor’. While the 360-degree advisor is for its 

client personally owned and operated by it and for its service privately contracted, it will 

thus through a continuous monitoring of the client’s context, circumstance, and desires 

make autonomously recommendations and occasionally execute them. Nonetheless, 

comprehensive wealth management service will still require collaborative agency, hence 

360-degree advisory teams of (semi-)autonomous agents, which also requires, from a 

legal and ethical perspective, regulation and limitation of agency resolution and decision 

powers. 

The ongoing advent of agentic A.I. systems will continue to fuel innovations in the 

financial advisory service architecture space, which also raises doubts on the 
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sustainability of the financial advisory service business model. The architectural design 

of agentic A.I. advisory constructs can not only facilitate the no-low-touched service 

operations of established players with funding, institutional blessing, and client legacy 

but also all start-up disintermediary players with trusted advisory constructs that only 

through education and experience gained reputation in the advisory craft and profession. 

Rigorous foundational ethics precluding the aggravation of the advisory service industry 

polarization and promulgation outside the trusted systems of the enlightened wealthy is 

a role for science, governance, and intelleco-economic summit of trust. 

12.6.1. Emerging Technologies 

A recent report posits that in just five years, 70% of enterprise decision making will be 

automated. This means that machines will have access to previous decisions made by 

humans and begin to autonomously make suggestions, oftentimes not even requiring 

human review. The main benefits of this decision process will be the savings in time and 

efficiency. However, the detriments could be very high-profile media scandals as 

enterprises make unresearched decisions that conflict with current accountability 

practices. There are already some prominent examples of decision automation and 

considerable effort has already gone into expanding that space. 

Manuscript and code with a web interface to analyze as well as build autoencoders. 

Automated inferences to help trainers decide on selections, bets, and haunting 

location/anti hoax applications with a ToDo or unassigned assignment option as well as 

be complemented by a full text chat. Automated nightly starts of onboarding and post-

sourcing work. Quantitative analysts work to develop testing systems that infer teams 

that are better than pitching have been used to recruit additional faster analysts to expand 

this analysis on the current farm. Extensive use of GNU Octave in testing. Digital 

hypnotism, predictive AI systems, and especially AI systems that make suggestions can 

influence their task, including persistently suggesting different targets or approaches to 

bypass anything with a similarity metric that would halt a selection or even make it 

irrelevant by blocking further data collection or access to it. 

AI systems need to also consider ethics in an enterprise application or even research 

setting. Services that okay information publication should never ever touch safeguards 

unless at most after being persistently overridden above the pesticide tendency. 

Executive, legislative and even judicial functions should have effectively zero-to-none 

mechanical manipulation or analytical layers. Any suppression of awareness for the 

indirect aims of the chosen targets should warrant stringent dismissal from any industrial 

systems for permissions or costing. Advances in minor neuroscience have highlighted 

understandable concerns about more aggressive or even coercive mind control that 

would target perceptive advantages in photography and suggestion. 
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