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1. Introduction to AI Governance 

The foreseeable future will likely see a profound impact caused by the advancing 

technology of Artificial Intelligence systems, in our day-to-day activities and 

routines, just like the same effect brought about by the introduction of the internet 

and World Wide Web [1-2]. The AIs currently in use, and the coming future of 

general intelligence machine systems, demand and expect appropriate – or even 

the best possible – Governance and Compliance Laws to be established to avert 

any possible negative consequences that could arise from their interaction with 

humanity, nature, the economy, governments, and society [2-4]. In other words, 

they need to answer two vital questions: who governs who? And who governs 

what? That said, the question of Governance indeed takes centre stage. 

AI Governance refers to the organizational structures, control mechanisms, and 

decision-making powers that determine how AI technology is created and used, 

as well as its impact on global society and the economy. Unlike most other 

technologies, governance tends to be sub-optimal: rules are allowed to 

mushroom, gaps are left unaddressed, and overlapping authorities create 

confusion. For normative reasons, we want to prohibit the risks associated with 

catastrophically bad outcomes: superintelligent AIs programmed to achieve 

unfortunate goals, autonomous weapons likely to escalate conflicts and create 

battlefields free of human decision-making, and decision-support systems that 

contribute to the emergence of dystopian society through massive discrimination, 
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polarization, and deception. For practical purposes, we also want to ensure that 

AI serves social and business goals: autonomous cars and delivery drones 

perform safely and efficiently; AI-enhanced medical diagnoses and digital 

education improve the quality of life; and intelligent transaction management 

systems add value to companies, investors, and customers. 

 

2. Understanding Bias in AI Systems 

Artificial intelligence (AI) has ushered in a new frontier in governance in the 

twenty-first century. Policymakers are increasingly challenged to evaluate AI 

technologies and make informed decisions about their deployment in society [5-

6]. But how can we determine the appropriateness of such systems? What 

decisions do we govern, and how do we assess their impact? The simple answer 

is to ask about bias – a term that has become a common buzzword in the politics 

of AI over recent years [7,8]. The complex answer is that bias is more than just a 

sensibility or a mood on the part of researchers and developers of AI 

technologies. Rather, it is an evaluative concept that stakeholders can use to 

gauge whether algorithmic systems are performing well – that is, whether they 
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are fulfilling their intended purpose without undermining broader social norms 

and expectations. 

Bias in AI can take many forms – from error rates and unequal representation to 

threat assessment and inaccurate predictions. Furthermore, bias can have many 

consequences as well. AI can adversely affect access to critical services, reinforce 

existing inequalities, or propagate damaging stereotypes [9-12]. Yet, despite its 

role as a general evaluative lens for the impartial execution of algorithmic tasks, 

there remains very little concrete clarification on what exactly bias means in the 

context of AI systems. Given the wide-ranging potential consequences of 

adopting an AI system, it is surprising that a more comprehensive treatment of 

the topic has yet to appear [7,13-15]. A thorough engagement with the diversity 

of meaning is vital for any objective examination of the current work on bias in 

AI systems. 

Indeed, as the central point of this paper, we argue that the lack of consensus on 

the core concept has allowed researchers to frame their ideas and focus on 

solution-proposals in a way that is overly idiosyncratic. This is problematic for 

several reasons. First, the specific type of bias discussed can significantly 

influence any cooperative forms of action. The increasing prominence of AI has 

led many governments to emphasize the importance of regulations, reviewing 

policies, and establishing guidelines. Second, the varied meanings of bias can 

paradoxically obscure rather than illuminate progress and innovation. 

2.1. Types of Bias 

Bias in AI may mean multiple things. It can be because of a lack of 

representativity of the real world that exceeds the limitations of the data involved 

in AI systems and informs their predictions and decisions. It may result in the 

decisions and predictions made by algorithms to invoke stereotypes and prejudice 

[9,16-18]. It can also mean the development of algorithms that tackle data that 

represents only a segment of the population or from which it is impossible to 

draw conclusions for other segments. It can mean biased evaluation and testing 

of the algorithms. It can also be biased appraisal of the data and domains, such 

as the objective of facial recognition algorithms. Bias in AI systems could stem 

from human factors or from the characteristics of the technology used. 

To better understand bias in AI systems, we explain hereunder the kinds of bias 

that came up more frequently in the debates and discussions of groups specialized 

in bias. Specifically, we summarize the report released by an institution set up in 
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2016 in order to promote the responsible use of technology in the benefit of 

humanity, whose members include major technology companies and 

organizations. The document was released because of the relevant position its 

member institutions occupy in the AI ecosystem and at the same time, also 

because of the reputational risk that the existence of bias in the systems they 

develop would bring to the continuously growing business desperately seeking 

for general reliability, trustworthiness, security, and safety. 

“Ethical risks might arise when AI systems – including facial recognition AI 

systems – are poorly tested or evaluated, are developed using deficient datasets, 

or are built by teams with little diversity. For instance, an AI model trained solely 

on the faces of men might misidentify women, while another trained solely on 

East Asian faces might fail to recognize Korean or Thai faces. Ethical, legal, and 

reputational concerns arise if users cannot count on an AI model providing 

accurate and fair use of its services. An example of such a problem is a facial 

recognition model that misrecognizes women or people of color at far higher 

rates than it recognizes men or white people.” 

2.2. Sources of Bias 

Bias in an algorithm can be attributed to one or more sources: the AI/ML system 

design and development process; the data used for training the algorithm; and the 

data to which the algorithm is subsequently applied, as briefly detailed next. 

1. Pipeline and Design. Each design decision along the development process can 

introduce bias [2,19-20]. In the early stages of a project, an organization decides 

the objective of the system and the commercial and research needs it should 

address. Decisions here about the cost and intended use of the technology directly 

impact the performance and the variables selected for determining it. For 

example, a production system for facial recognition would prioritize speed, but a 

research system would prioritize accuracy, forgiving the delay. In addition, 

factors beyond technical feasibility may further influence bias in a product, 

including market consolidation, technology stack, or financial incentives. The 

next phase involves data collection: how to determine the representative sample 

to collect and how to label it [9,21-23]. Then, the model has to be chosen 

according to how interpretable, flexible, or complex it needs to be, which may 

also involve trade-offs. 

2. Data. "AI is only as good as its data" is a well-known mantra. Little care in 

preparing training data can lead to flawed models and ultimately biased 
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predictions. Language models, for example, need a large supply of texts that 

reflect an authentic voice, but those data are usually sourced from online 

collections that employ resource-intensive and expensive content scrubbing 

processes. These data could be problematic, as they may reflect the prevailing 

biases in society and propagate them in the model's responses. Faced with this 

issue, developers of language models have resorted to reinforcement learning 

with human feedback, whereby they train the model using a smaller dataset 

annotated by humans with high-quality examples. 

3. Bias Mitigation Strategies 

Machine learning algorithms (including deep learning techniques) increasingly 

influence objective domains such as hiring, criminal justice, housing and credit 

other high-risk domains [24-26]. Various entities propose equity auditing 

algorithmic systems. However, in exploring their systems, we found little 

implementation diversity is proposed. Thus their work is not targeting the root 

cause of bias (whether from the data sample, the chosen algorithm, etc.). Instead, 

algorithm-specific bias mitigation strategies typically cover pre-processing, in-

processing and post processing techniques. In this section, we review related 

literature, focusing on practical bias mitigation and ethical issues. 

Pre-processing techniques include removing the sensitive attribute(s), 

reweighing training samples, relabeling classification and/or prediction outputs, 

and synthetic sampling. In-processing techniques tune classifiers during learning, 

acting during the bias-sensitive stage [8,27-30]. Existing bias mitigation works 

develop custom models by employing two types of algorithmic intervention: 

modifying optimization objectives and exploring sensitive features. Embedding 

sensitive feature information in the model works well for document topic 

classification [9,31-33]. Other existing in-process models propose a group 

fairness-adjusted classifier and using fairness constraints in deep learning for 

enhanced fairness properties. Fine-tuning for domain adaptation also introduces 

extra fairness constraints. 

3.1. Pre-processing Techniques 

In order to provide an unbiased prediction, a practical approach to any algorithm 

is to make sure that the training data is unbiased. This can be achieved in the 

following ways [34-36]. The first approach is to synthesize unbiased data from 
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the existing biased data which can be accomplished through data augmentation 

technique but only when the type of data being processed is tabular data. The 

second approach is to collect new unbiased data which can be costly or time-

intensive depending on the problem domain. 

If it is not possible to collect unbiased data, one could use pre-processing 

technique to remove all the sensitive attributes like sex, color, etc. from the 

dataset. One could use techniques to perform this dimensionality reduction of the 

data. It is an unsupervised learning technique that reduces data by mapping it to 

the lower dimensional space formed by directions of maximum variance which 

are known as principal components. Further different Data Disentanglement 

methods, such as Disentangled Representation Learning which disentangle the 

data in two orthogonal components, one having all the useful attributes of the 

data i.e. the predictable and the other component has all the sensitive attributes 

called the entangled component. 

There are different techniques that can help one obtain the disentangled word 

embeddings such as Adversarial Debiasing using two adversarial neural networks 

[3,37-39]. One needs to train the model to try and categorize the sensitive 

attributes while the other model should minimize the predictive ability of the first 

model, it has been experimentally proved that this method successfully removes 

the sensitive attributes from the dataset. This specific technique is called the 

Adversarial Debiasing Method. The other methods include the Eigenvalue 

method, Counterfactual methods, Debiasing Word Embeddings using 

Reinforcement Learning, Unsupervised Word Embedding Debiasing. 

3.2. In-processing Techniques 

Artificial intelligence (AI) tools are widely used for automated decision-making 

in various domains such as hiring, finance, and law. If data is biased, the trained 

model is likely to produce biased results. In the last decade, a large body of work 

has explored and developed techniques to mitigate such bias. Bias mitigation 

techniques can be broadly classified into three big categories: pre-processing, in-

processing, and post-processing [36,40-42]. In Processing Techniques refer to 

those approaches where the bias mitigation is integrated into the training 

algorithm. In general terms, these techniques modify the algorithms that are used 

for model (re)training so that the model avoids/excludes biased correlations. At 

a high level, two main types of methods have been proposed which differ on what 

the algorithm directly optimizes. Some methods propose a modification of the 
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original learning algorithm, which searches for a model that is invariant to data 

changes for the different classes that are over-represented in the bias sample sets. 

Others propose to adjust the learning objective to achieve a trade-off where the 

loss for the minority class is prioritized while also considering the other model 

objectives most learning algorithms utilize [40,43-44]. 

Prioritizing the minority class can be achieved through multipurpose learning 

approaches, where several objectives are defined. These objectives can be tuned 

so that the urgency to address class imbalance can be adjusted. However, there is 

an inherent difficulty in the balancing weights that are necessary, and they can 

change for different applications. Thus, at least for the latter objectives, there is 

no optimum. In-processing bias mitigation techniques can also be used in a 

hybrid mode, combined with pre-processing and/or post-processing techniques 

to further mitigate bias in AI applications. 

3.3. Post-processing Techniques 

Post-processing techniques for addressing bias, and in particular for addressing 

discriminatory decision outcomes, can be used independently or in combination 

with the above pre-processing or in-processing techniques. These techniques are 

implemented once the output of a predictive model is obtained. The objective is 

to implement post hoc adjustment mechanisms to arrive at a non-discriminatory 

outcome, typically without changing the underlying predictive model. 

Post-processing techniques can target a specific protected group whose 

prediction results need to be changed to remove inequalities. If specific groups 

were to be selected to have predictions adjusted, these predictions would be from 

one of two potentially unequal groups. Bias correction could be done by making 

predictions from one target group more favorable than those from the other group 

to ensure positive attribute values equal across the different choice groups. The 

algorithms that use this approach include a classifier and a post-processing 

algorithm. These algorithms are essentially a modified version of a general 

method for optimizing various fairness criteria. The main idea is to make changes 

to the decision threshold of a base classifier as a way of achieving the desired 

level of fairness. 

Post-processing is an attractive choice if we have access to a classifier or model 

that delivers accurate results for all users overall. With some small adjustments, 

we could create a fairer version of the model outputs. Holding onto an inaccurate 

input fair model is not a worthwhile option. Post hoc techniques are also typically 
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low cost and simple compared to more resource-intensive preprocessing and in-

processing alternatives. 

4. The Importance of Auditability in AI 

Auditability in AI is a non-negotiable component of compliance, ensuring that 

systems are subject to internal checks as well as regulatory and shareholder 

review. A comprehensive framework for compliance requires constant review 

and reaffirmation of AI's alignment with standards. Similar considerations in the 

physical world ensure social cohesion: the recording of transactions, for example. 

Records empower communities to focus on detail, providing those needed to 

maintain public order, both to identify wrongdoing when it occurs, and to act as 

a deterrent. 

Critiques of some AI systems that have been deployed have resulted in calls for 

a moratorium on such deployments. These calls highlight the importance of 

guardrails for accountability: AI should remain a tool and not become a 

determinant of priority in its focus on commercial goals. These considerations 

also reveal AI's potential for inadvertent harm, potentially locking some 

populations into cycles of poverty. Auditability can mitigate some of these 

concerns, so that those most affected are empowered to question and dispute 

either a company's decision, or a regulatory decision to allow certain decisions to 

be made with no means for review. Predictive policing, for instance, with the 

potential to unfairly target certain groups, exemplifies this challenge. 

4.1. Defining Auditability 

The act of auditing can be seen as a highly specialized instance of the act of 

monitoring. An audit is a careful examination of some process or information for 

a specific purpose or set of purposes. The determining difference is interest: 

frequently the objective of the audit process differs from that of the process to be 

audited. This distinction also differentiates auditability from monitoring. 

Monitoring is the systematic gathering of information related to some process 

that may either be used immediately or may create a record that may be 

unavailable at some later time. Monitoring typically cannot support the objectives 

of an audit, despite the fact that a monitor may gather information that an auditor 

also gathers. 
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In its simplest and least rigorous form, data auditability simply assumes that all 

of the data existent in a transaction system are internally consistent. While some 

crude algorithms are able to check a few such properties, they are of little use to 

an auditor, who needs to rely on a full understanding of the conditions at all times, 

especially at the beginning and end of any transaction. For certain types of simple 

transactions, even this minimal notion may be unwarranted; the collecting of 

inventories, for example, just records a view of the data present in the system and 

does not guarantee that what the system says is there is really the situation. The 

use of data from such obviously limited transactions is further complicated by 

problems introduced in the day-to-day maintenance of the system; for example, 

employees hired, fired or transferred after the last physical inventory is a potential 

source of great error in any analysis that uses that last inventory record. Then, 

these records are usually several years old, and not subject to verification. 

4.2. Audit Trails in AI Systems 

AI audit trails are crucial for effective AI auditing. They maintain a log of 

relevant technical information for all steps in an AI system life cycle. The need 

of creating these audit trails may arise from regulations that require organizations 

to justify compliant AI, or from a general need to verify the AI models 

predictions. To be useful for decision-making, audit trails should be generated 

automatically, using assurance evidence, and take into consideration the data 

privacy and protection needs. The audit trails should also contain information 

from all stakeholders involved in the AI model life cycle, not just the data 

scientists responsible for model development. These audit trails should provide 

evidence that all the best practices regarding state-of-the-practice AI model 

development, used for model certification infrastructure and AI assurance, have 

been adopted during organization’s AI model development activities. 

AI audits and assurance are made difficult because of the constantly evolving AI 

development ecosystem as well as the lack of implemented best practices. 

Software Configuration Management tools, typically adopted in traditional 

software development workflows to introduce traceability in the system and 

allow for this kind of auditing through versioning and solitary work regulation, 

are not enough on their own, since they do not follow the data, or models created 

by specific workflows, and are meant to be adopted in more traditional non-

strictly collaborative environments, unlike Data Version Control tools. Trends, 

such as certain AI Coding languages or frameworks, that center around model 

Reproducibility and Versioning, can help lower the semantic gap between 
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auditability and reproducibility of the AI audit and assurance process. However, 

they are still not widely used. For the above reasons, internal AI audits performed 

by the developers of the AI models are typically not effective. 

5. Frameworks for Responsible AI 

In recent years, the issue of the governance and responsible use of AI has gained 

unprecedented momentum. This is evident from the overwhelming interest on the 

part of the private and public sectors alike, leading to a plethora of proposals and 

initiatives that focus on the creation or application of ethical principles in the 

design and deployment phases of AI systems. These efforts have blossomed into 

a rich landscape of ethical guidelines that are designed to safeguard the 

trustworthy and responsible use by addressing the broader impact of how these 

systems affect society at large, or in the operationalization of such principles in 

compliance checklists. This fast-growing movement is international in scope, has 

many stakeholders, and considers a variety of domains of AI applications. 

Given the multitude of ethical guidelines being developed in parallel, it is only 

logical to ask why another set is needed. After all, we already have various 

standards, codes of conduct, or bills of rights approved by relevant authorities, 

amongst many others. Why is it not sufficient that these can serve as one or more 

regulatory checks against the deployment of AI systems? Unfortunately, these 

are, at least in the present time, not sufficient - but perhaps also not appropriate - 

to assure the responsible use of AI as a whole. In fact, the former can only support 

regulatory compliance with mandatory requirements, whilst the latter provide a 

loose set of ethical principles to serve as guideposts for those who need to exert 

a responsible choice in the absence of clear regulations for a specific application. 

Ensuring compliance of a system to these principles and recommendations 

cannot be the sole responsibility of the actors involved from an operational 

perspective. 

5.1. Ethical Guidelines 

The last decade has seen an explosion of interest in the societal consequences of 

AI technologies, and researchers from HCI, security, policy, and many other 

disciplines have extensively studied AI’s implications for fundamental human 

values. Ethical guidelines for computing researchers and practitioners have been 

articulated and refined, with sections on fairness, accountability, and 
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transparency; on avoiding harm; on ensuring public good; and on respecting 

privacy, autonomy, and property. The design and implementation of AI 

technologies must consider how they impact these values. A report on 

responsible AI covers many of the same principles, but in more depth and with 

specific reference to the societal impact of AI. It covers principles on 

accountability; assessment; collaboration; fairness; impact; integrity; and 

sustainability. Key concepts around each area are explained in more detail below. 

In addition to the research presented in this report, many others have worked on 

ethical considerations for AI, some of which are also covered, including fairness 

in machine learning; bias in hiring algorithms; human-centered AI; 

transformative AI; value-sensitive AI design; AI for social good; mapping AI 

ethics guidelines; AI fairness, accountability, and transparency; principles for 

creating AI that is trustworthy, ethical, and responsible; and data and algorithmic 

transparency. 

5.2. Regulatory Compliance 

There is currently no comprehensive global or even national regulation of AI, 

although several countries and regions are in the process of developing relevant 

legislation. In the U.S., the federal government is developing legislation for 

regulating "high risk" automated decision systems. Several states and cities, such 

as California and New York, have already introduced or enacted laws on using 

AI in hiring decisions. In the European Union, a draft Artificial Intelligence Act 

aims to create a legal framework for the development and use of AI throughout 

the EU, anticipating increased regulation regarding "high risk" AI systems. These 

varied initiatives are the result of the resurgence in the 2010s of interest in 

employment discrimination law and the coincidence of the anti-bias focus in civil 

rights legislation with the advancement of AI technologies that rely on complex 

data-driven algorithms. 

However, several challenges arise for AI governance relating to regulatory 

compliance. One challenge lies in the dual characteristics of AI language-style 

systems as software and an enterprise asset. As software, AI chatbots provide 

outputs based on the use of training data to recognize patterns in language usage. 

These software features are located in multiple proprietary commercial models 

that offer services that need to make user-related data available to regulatory 

agencies for compliance purposes. As enterprise assets, the design, training, and 

implementation of AI chatbots by businesses can lead to direct, consequential 

hard-asset violations against external constituencies as well as soft-asset harm 
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that adversely affect consumer sentiment and product image. These dual asset 

features in increased language-style AI capabilities present challenges in teasing 

out the potential liability for different categories of violations and determining 

appropriate compliance measures, especially in delineating between business and 

regulatory enforcement actions. 

6. Stakeholder Engagement in AI Governance 

The concept of responsible AI promotes a governance approach that 

acknowledges a broad range of stakeholders and their ethical and practical 

interests in AI, often summarized through the underpinned principles of fairness, 

accountability, transparency and ethics, for which awareness and knowledge 

about AI are also prerequisites. Many issues that arise from proprietary 

algorithmic design and implementation need to be discussed in co-creation 

sessions at relatively early phases of technological adoption, in which integration 

of algorithmic functions such as user-targeted content amplification, filtration or 

moderation take place. Such early-stage discussions could facilitate alignment 

between user expectations and system design, yet are complicated by the fact that 

the decision cycles of social platform design are relatively short, and led by very 

proprietary concerns about market competition, as well as the rapid innovation 

cycles for any proprietary or limited access social media algorithm. It is 

nevertheless at those early stages of implementation where many unintended 

consequences arise. 

Research has shown that a collaborative and co-creative governance of 

technology could lead to better calibration of the functions and potentials of that 

particular technology with the stakeholder and user needs. A stakeholder 

engagement in AI governance for social media platforms can utilize input 

gathered from users or their representatives at different stages of the development 

or iterative deployment of AI-driven features and functions. The main issues at 

stake are transparency to users about their specific data’s usage conditions, and 

training of specific AI functions and performance criteria. Transparency is 

required for algorithmic functions with which users have a direct interaction, 

either as a targeted audience, or an active user configuring their contributions or 

adjusting their expectations towards these systems. 
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6.1. Roles of Stakeholders 

The need for a multi-stakeholder approach to AI governance stems from the fact 

that AI systems produce consequential effects that can infringe upon human 

rights and impact society in ways that are typically uneven and unjust. They can 

negatively and unjustly impact some groups and communities while generating 

social benefits that are enjoyed by others. For many of the impactful AI systems 

used in society today, decisions relating to their design, development, 

deployment, and use are undertaken with insufficient consultation or input from 

those who may benefit, be negatively impacted, or unjustly harmed. Therefore, 

accountability for the impacts and outcomes of deployed AI systems should not 

rest solely with the implementing organizations. The AI governance process 

should instead balance the power and capability asymmetries that currently exist 

in our societies. In this process, relevant stakeholders’ diverse views, knowledge, 

and expertise should inform the design, development, and deployment of AI 

systems that are capable of impacting society’s shared priorities, norms, and 

values. 

Some stakeholders participate in the AI governance process from within 

organizational structures and hierarchies, such as employees, board members, 

fiduciaries, customers, and investors. The roles of these stakeholders are defined 

by organizational governance mechanisms that emphasize insider obligations 

relative to the organization itself. Other stakeholders interact with organizations 

on the periphery of largely unregulated markets, such as users, content creators, 

and product reviewers. The roles of these stakeholders are defined by market 

interactions, feedback loops, and informal governance mechanisms that 

emphasize outsider obligations relative to general public interests. Finally, a 

salient group of stakeholders participate in the AI governance process by means 

of collective civic action – through protest, advocacy, campaigning, policy 

engagement, and litigation – typically on behalf of affected populations and 

communities, or as representative organizations, such as civil society 

organizations, labor unions, and trade associations. 

6.2. Collaborative Approaches 

To ensure the continuous innovative and commercially favorable deployment of 

AI in financial services, it is essential to establish balanced buyer-supplier 

relationships. The solution is not to put a brake on service provision within a risk-

averse regulatory mentality, but rather to closely consult with service-providers, 

align on the risks of services, train up the practitioner community in the 
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familiarity of these deployed services, and provide creative solutions such as 

insurance and guaranteed backstop facilities that can help ensure optimal service 

availability throughout times of crisis, while not preventing AI usage in the 

meantime. Development of balanced AI Governance from the rule-making, 

implementation, and monitoring perspectives is also key to this. 

Purchasers of AI services need to work hand in glove with AI builders to build 

trust and mitigate fears around potential abuses. Arrangements in terms of open-

sourcing the vast swathes of synthetic data that are required to train AI can greatly 

smooth the road to user trust, who can then be assured that the models being 

offered are functionally agnostic and do not display bias through targeted mis-

calibrations. A careful program of user-testing, combined with oversight 

establishment from internal organization user-testing committees, can help 

demystify the service and ensure it fits the organization values, settling any 

internal anxieties around potential internal black-boxing. Thoughtful, considered 

rollout of AI services, with mentoring in operation, will be far more effective 

than a rapid deployment strategy. The preponderance of the extreme negative 

outcomes that have been noted around AI stems directly from these systems 

simply being lifted and shifted, with no thought to careful tailoring to use-case. 

7. Case Studies of AI Governance 

The preceding chapters have covered the ethical, legal, and business foundations 

of AI governance, including structures, organizations, and institutional and 

corporate frameworks. These themes now need to be put into practice, for which 

the complex fields of application or use cases of AI and the legal framework that 

regulate them will enable or will limit AI governance. How institutions adopt and 

implement parameterized AI governance instruments depends very much on the 

stakeholder configuration and the ethical, institutional, organizational, and 

business foundations as well as on the use case. We will highlight this complex 

interrelation using a few AI use cases to show developments so far and to draw 

further conclusions about the issues arising for AI governance. 

For a better understanding, we will also present very different levels of AI 

governance, from highly centralized regulatory activity to company-level 

implementation. These regulatory and company governance models will be 

illustrated by positive case studies, some still seem very promising, as well as 
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negative examples that raise doubts about a trustworthy AI. The very rapid 

technological development makes it very difficult to present even current 

governance examples. The governance approaches often become outdated again 

in the meantime because, for example, the AI system has been adapted in such a 

way that the initial use case underlying the study can no longer be traced. 

The focus of AI Governance is still different depending on the use case. 

Therefore, the lessons learned will not only be discussed at the end of this chapter 

but will also be included in the concrete case study selections. It must be noted 

in advance that we cannot present a comprehensive selection of case studies in 

the limited space here. 

7.1. Successful Implementations 

In this section, we describe three successful implementations of AI governance 

at two private companies and one public sector agency. The governance goals in 

these implementations include: using internal and external input to develop AI-

aligned values; using AI velocity and scale to mitigate ethical and compliance 

risks; stimulating bottom-up talent development by AI-capable business units to 

develop a focus on values-aligned AI; and equipping skilled AI personnel with 

the teams, tools, and capabilities to build scalable, easily explainable AI. We 

highlight that these firms first assessed their use of AI for both market and 

mission alignment, even before the establishment of a formal governance 

structure including an internal advisory board and stakeholder engagement 

program. 

The financial services institution used use-case-specific internal advisory boards 

comprising AI stakeholders from across business units and functions to assess 

business-unit use of AI for market and mission alignment. The members of these 

teams were then able to use tools developed by the central AI team to regularly 

evaluate and monitor their business unit capabilities to develop internal AI 

systems and algorithms for the business unit AI pilot programs. For the systems 

that were intended to be customer-facing, UX-testing teams in collaboration with 

the relevant internal advisory boards monitored for any consumer feedback that 

indicated potential issues. Customer-facing ML models were then regularly 

optimized for detection and adjustment of any faulty outputs. The ML 

Infrastructure Center of Excellence verified that models were continuously 

meeting customer-facing performance standards. The CoE provided 
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infrastructure tooling and guidelines designed for critical AI, safely and reliably 

accelerating the speed of innovation, a vital goal for all competitive firms. 

7.2. Lessons Learned from Failures 

In addition to research that helps us understand the best implementation of AI 

and trust, it helps to understand when AI has gone wrong why that happened. 

Governance for the responsible use of AI is complex, and there is a history of 

using AI that highlights multiple dimensions of risk. The capabilities of AI to 

support and automate functions inside restricted domains have been well 

understood for a long time, as has the inadequacy of these abilities to produce 

that mimics any human faculty; including those faculties that have rarely, if ever 

in modern times, been restricted to any one definable domain. 

Learning from failures of organizations to responsibly govern or use AI enables 

the definition of clear guidelines for governance and use of AI today. In the 

1970's there were multiple initiatives that investigated the use of expert systems 

within for business process decision. Government contractors began to work to 

put military command scenarios into rules. Unfortunately, projects failed; failures 

that were compounded by the belief in a generalization of expert system 

technology. Overpromising occurred about the ability of the nascent created 

technology to represent any business activity. Businesses began investing large 

resources into expert system technology. And there was a backlash when some 

business resources were diverted into expert system and AI initiatives. The 

backlash and ridicule were so significant that business previously involved in AI 

work began abandoning research funding. 

White collar workers felt threatened that AI would remove their ability to give 

reasoned advice or input to senior managers. Even as technology progressed, and 

advanced productivity for people performing routine cognitive work became 

viable; senior management avoided making the investments that could improve 

operations. They were reluctant to explain their decision-making improvement to 

clients or workers. Would people trust a system that made decisions better, faster, 

or cheaper? 
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8. Technological Tools for Governance 

Public and private organizations entrusted with the governance and 

operationalization of AI, whether as a tool or as a deliverable, share an inherent 

natural immunity against misconduct. This may be due to either the inherent 

nature of such institutions or because these organizations, although private, have 

been charged with expectations of trustworthiness, such as the provision of 

particular functions in healthcare and financial services or the collection and 

processing of personally identifiable information. For these organizations, 

technological aid in establishing formalisms that ensure proper oversight of AI's 

lifecycle or that check if the AI is compliant with laws and regulations is 

invaluable. 

These function-based and characteristic-type taxonomy categories drive the 

following sections dedicated to monitoring tools, those tools that allow for the 

audit, explainability, oversight, and auditing of an AI, and compliance 

management software based on applied veritable AI engineering formalized 

processes that ensure trustworthiness and adherence to both canons and relevant 

law and regulations. Monitoring tools check the behavior of the AI and the 

lifecycle, from its particular training data to their model outputs, for arriving at 

decisions that carry an impact, and help ensure or circumvent bias, explainability, 

fairness, risk, selection of applicable governance laws, and digital devices 

instructions to comply with. 

Compliance Management Software allows organizations to create governance 

structures to help ensure that your corporation meets regulatory requirements and 

ethical standards. These tools have been developed over the years in response to 

traditional workflows consisting of spreadsheets and documents within 

regulations, especially in the US Fortune 500. Initially, this software was targeted 

toward the financial domain, whether regarding internal policies and those 

addressing overseers and accountants, and regulators and overseers. 

8.1. AI Monitoring Tools 

AI monitoring tools are developed to address the challenges associated with AI 

systems, ensure that those systems operate fairly, reliably, consistently, 

transparently, and securely, thereby serving as a first line of defense for the 

governance risks associated with AI systems. These tools come in a variety of 

shapes and forms, ranging from self assessments that can be produced internally 
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and run either by the developers of the systems or operations monitoring teams 

to AI models which are specialized to assess the result of the target AI system. 

Human rights assessments, ethical risk assessments are examples of self 

assessments that are often sponsored and published by the developers to act as 

guideposts on the issues to consider while developing and deploying the system. 

Services externalize this risk assessment function as an ancillary component that 

teams using the tool can use to see what a possible target population for the AI 

model would look like and what a certain criteria of bias would be for AI systems 

trained using this original data. Finally, companies externalize this function even 

further by offering specialized AI software that works with multiple AI models 

to provide insight into the operation of the AI model. These assessments are non-

exhaustive and not a substitute for human assessment as there are many layers of 

functionality and scope that these assessments miss. 

8.2. Compliance Management Software 

Some compliance management software solutions also incorporate governance 

and audit controls. They work by creating paperwork and tracking the changes in 

those documents when everyone in the company needs to make or update a 

technical decision. This documentation might delegate responsibility for keeping 

things monitored, keep a log of what people are supposed to do on a compliance 

schedule, and provide evidence that all of this actually worked out. They may 

also integrate with processes for externally reviewing things like high-risk AI 

tools or more general AI deployment processes. 

The more comprehensive GRC platforms can become the AI governance and 

compliance experts for the organization. Open-source GRC workflows can be 

integrated into cloud/AI toolchains. Some examples of more enterprise-focused 

GRC platforms also incorporate non-AI governance into their systems. Various 

tools provide options for producing and managing compliance-as-code. One 

platform is a little bit more focused on being a virtual board-room. Each AI 

toolpath attempt (and reports resulting from the attempts) could also become a 

new point in a formal AI registry or tracker, should anybody need to produce one 

later. 

Declarative state specification infrastructure tools could also be the formal 

integrated process for educating AI services and their pipelines about their 

external compliance and governance states. Other tools could do the same in their 

respective cloud ecosystems. If a LLM-driven CI/CD pipeline is going to be 
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responsible for keeping the deployment compliant, then there needs to be a 

formal specification somewhere. 

9. Future Trends in AI Governance 

While traditional national institutions are likely to take the lead in governance 

policy, there are important dynamics creating new policy opportunities. New 

policy pathways may be opened by innovations in information and networking 

technologies, new compliance concepts and tools, new norms of behaviour 

among stakeholders that change expectations. Other stakeholders, including civil 

society, the private sector, and technology developers, have the potential to 

jointly or collaboratively develop these diverse solutions, establishing new 

innovative institutions, governance frameworks and new ways actively 

participating in their design and implementation. These will complement efforts 

by traditional government institutions. We are likely to see: - Evolving policies 

of trust and safety - New institutions and frameworks at the national level - New 

collaborative frameworks At the same time, such society-wide support cannot be 

taken for granted. Trust can erode rapidly and for myriad reasons; the support 

and chance of collective action needed to establish and support a collaborative 

governance framework may dissipate fast, if government policy is not tuned to 

the current needs of a society, or if one sector of society – be it the developing, 

the under-represented, or disempowered groups – believes they do not share in 

AI's benefits. These accentuate all the vulnerabilities present in the traditional 

models of governance and compliance. It is within this context that we attempt 

to identify some near- and foreseeably longer-term trends in AI governance and 

compliance. While the demand for government control continues, we expect that 

this demand will be joined by an increasing demand for sector-global solutions 

that integrate a collaborative governance ethos and the insights, engagement, 

design capabilities, and technology-based collaboration tools of the stakeholder 

community. Informed stakeholder engagement into policy creation and joint 

responsibility for implementation are important strategic needs for the long-term 

success and acceptance of regulatory action; they enable society as a whole to be 

equipped for the future challenges posed by society as a whole. 
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9.1. Emerging Technologies 

Artificial Intelligence (AI) and Machine Learning (ML) technologies continue to 

evolve rapidly and influence multiple industries globally. AI-enabled products 

and services frequently enter the market propelled by the profit incentive. Yet, 

many of these do not conform to prevailing health and safety regulations. 

Regulatory processes lag behind these innovations, and the necessary policy 

frameworks are often weak, poorly calibrated, and lack legal effect. While 

subject to review in coming years, regulation offers limited protection for 

companies, consumers, and society. Furthermore, regulatory uncertainty is 

accentuated by increasing pressure from stakeholders, such as shareholders, 

investors, and the media, for companies to adopt ethical and responsible practices 

in the design and rollout of AI and ML products. If not, these organizations will 

face existential challenges and heightened scrutiny across value chains. Public 

trust in AI systems is frequently diminished by cyber security risks, opaque 

decision-making, weak product quality and safety standards, algorithmic 

discrimination and bias, privacy violations, or increased unemployment and 

inequality. In this context, companies are often opting for voluntary measures to 

demonstrate AI compliance or conformity with ethical principles. These include 

support for standards that provide frameworks for prioritizing ethical 

considerations in the design and deployment of systems. Many organizations are 

also implementing AI-Conformity Assessment Systems (AI-CAS) to conduct 

thorough, timely, and cost-effective assessments of their AI systems before these 

pressures evolve into required compliance. 

9.2. Global Regulatory Trends 

As AI usage rapidly increases across just about every sector of the economy, AI 

regulation and governance is at the forefront of discussions among many 

governments. Organizations around the world are developing frameworks to 

address the unique challenges presented by AI. While each of these frameworks 

has its unique set of guidelines and regulations, there are common AI governance 

trends across these documents. It is clear that a major goal of almost all of the 

existing AI frameworks is to ensure that AI is useful to society and is 

implemented in an ethical manner. 

Among the groups of stakeholders concerned about AI governance and 

regulation, policy makers and civil society organizations have, by and large, been 

concerned with the perceived risks of AI technologies. Concerns have emerged 

about the capacity of AI technologies to asymmetrically impact marginalized 
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populations, whether as a result of discriminatory outcomes, the alteration of the 

labor market, references to sensitive dimensions such as race or gender in 

generative AI tools, or by undermining the public sphere through misinformation 

and deepfakes, for example. Other critiques of AI, heard primarily from civil 

society organizations, point out that corporate AI governance efforts have 

attempted to address the negative externalities associated with AI innovation 

while simultaneously failing to prevent and address the pain and suffering 

associated with biased algorithms, workplace surveillance, or the hiring industry 

that has emerged around generative AI. These critiques call into question the 

broader narratives about AI’s transformative potential and posit that AI should 

be governed how other crucial economic vectors are governed: through labor, 

anti-discrimination, and technology policy that mitigate a growing surplus in the 

hands of a few and that rely on winners paying taxes rather than absolving 

themselves through corporate social responsibility initiatives. 

10. Challenges in AI Governance 

Governance of AI involves challenges at different levels. From a technical 

perspective, there are many open research questions regarding how to empirically 

ensure that the properties of alignment, predictability and reliability are fulfilled 

at the level of the behavior of AI systems and that they will be satisfied in a wide 

variety of situations in the real world. Research is also fundamentally lacking in 

methods to actively consider the values and interests of all relevant stakeholders 

affected by AI systems during the design and evaluation phases, be they end-

users, persons living in the environment the AI was deployed in or society as a 

whole. These issues are further compounded by the complexity of AI systems 

increasing over time, increasing the distance between how AI systems function 

and the understanding their core developers have of them, how unpredictable AI 

systems are in real world environments compared to environments they were 

developed in and the reliance of society and the economy on AI systems. The 

property of AI systems being unpredictable and their outcomes being misaligned 

with human needs and desires raises similar questions to safety in the context of 

autonomous systems. AI systems will be used for decision making in human-

centered contexts, such as hiring, leaving increasingly little space to consider 

human values, thus further mitigating the flip-side of market-driven development 

of AI systems. 
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Overcoming these technical challenges requires interdisciplinary collaboration 

and the creation of a final-use cycle where multiple stakeholders of the outcome 

of AI decision-making interact to use these decisions to provide feedback for the 

AI systems to take into account in the future, thus slowly aligning them with a 

knowledge and understanding of human values. Ethical dilemmas and ethical 

questions are also at stake. Ethical dilemmas are present in both the design and 

the application phases of AI systems. 

10.1. Technical Challenges 

When seeking to ensure that AI decisions are understandable to the user, we 

traverse a well-trodden path in Human-Computer Interaction: how do we 

visualize data to communicate the decisions of an algorithm well? This is not just 

about the AI, but the inherent complexity in the data we are analyzing. People 

will sometimes trust algorithms more than other humans because they prefer 

trying to understand mathematical rules, but often will not trust AIs for the 

opposite reason: it is very hard to explain how neural networks make their 

decision. AI may analyze a vast number of data-points in their decision; in 

contrast, if you asked a human to classify a dog, you may just ask them to think 

of a few examples and few counter-examples of dogs, and they would critique 

and modify as necessary. To give people insight into AI predictions, a common 

strategy is to visualize which data-points and which attributes the AI is focusing 

on. This may be more effective when the AI is partially visible and the examples 

are visible to human judgement. 

But there are even deeper questions than simply how to visualize AI suggestion 

to customers and users. Statistical algorithms are designed to classify or predict 

categories with errors that are often non-obvious: predicting and explaining 

average outcomes and doing so in a way a human can understand. Understanding 

(and predicting) AIs is itself a very well established field in both cognitive 

psychology and human computer interaction. Making that understanding easier 

is thereby both empirical, and, closely linked to the question of reducing 

algorithmic bias. Addressing algorithmic bias is widely discussed in numerous 

recent reports, reflecting the sociotechnical nature of the issues involved. Biases 

are a general model of what we think algorithms are trying to do; if our models 

are wrong, prediction error may be high. Biases can hinder companies enforcing 

Fairness. Biases may also be a product of data that contain potentially 

discriminatory attributes. 
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10.2. Ethical Dilemmas 

Automated technologies, among which AI stands out for its transformative 

capabilities, increasingly drive the economy. This situation raises the question of 

whether business and market dynamics should govern the development of these 

technologies and the application of their results or whether the criteria 

traditionally used for such purposes—informed consent, principles of fairness, 

autonomy with responsibility, etc.—should also be revisited and adapted for 

technological automata. AI applications are currently being implemented in areas 

as sensitive as our daily lives, with limited input and understanding of the 

implications they will carry. For example, AI applications are being used to 

manage social networks in ways that favor misinformation and increase societal 

polarization. AI is also being applied in development processes of commercial 

products such as driverless vehicles or medical systems that may possibly have 

life-and-death consequences. And while some of these products will probably not 

succeed, the fact is that the legal and ethical regulations surrounding the 

development of these applications are subject to the rules of business viability 

and market growth much more than the collective interest. 

In the ethical field, the questions that arise go beyond analyzing whether each AI 

application conforms to respecting fundamental rights—for example, are AI 

training datasets sufficiently inclusive so as not to create biased models? Is it 

acceptable to train our models using data from social networks without the prior 

knowledge and authorization of the data generators?—to consider whether the 

automated application of these technologies should be validated and admitted, 

particularly when their implications affect large sectors of the population and 

influence democratic opinion. Additionally, there are many sectors where AI 

cannot be applied without the human element playing an essential role, also for 

ethical and responsible reasons. 

11. Best Practices for AI Compliance 

AI compliance is often a complicated matter. In this chapter we propose a few 

ideas to help companies comply with the applicable legislation, even if the state 

of the AI governance and compliance practice is still in the early stage of 

evolution. Principles of good practices may come from the field of security 

compliance, but also from the data protection and privacy sectors. 
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11.1. Documentation and Reporting 

This section presents best practices for documentation and reporting in AI 

development, deployment, and use. Transparency in the development process, 

clear distribution of duties among organization stakeholders, and accurate 

content descripting in models and datasets are the foundation for trust in AI 

systems. Precise documentation and reporting are essential to enable internal 

assessments and audits of AI systems, or the supervision by external audit bodies. 

Additionally, establishing clear processes for documentation and reporting 

throughout the whole lifecycle of the AI systems contributes to ensure 

compliance with safety standards and regulatory requirements. The consideration 

for life-threatening systems necessitates for the lengthiness and depth of reports 

and documentation to be adjusted to the risk profile of the systems and their 

mission. 

We recommend clear instructions on documentation and reporting requirements, 

templates, and examples, as well as access to central repositories where to find 

the reports to facilitate AI compliance as well as common practices. Specifying 

the type of information to be made available, its level of detail, report formats, 

creation frequency, and timelines is essential, yet parties involved in 

documentation or auditing processes must be able to exercise their judgment on 

when the mandatory reporting really does apply, especially in the case of research 

or experimental phases. AI documentation must be updated throughout the 

lifecycle of the AI system since not doing so could lead to a false perception of 

the system operations, especially when the predictive performance is monitored 

through game-like methods during mission scenarios. 

11.2. Continuous Improvement 

The processes for documenting and reporting the outcomes of the AI governance 

work activity, and of AL compliance and assessments should be designed as part 

of a continuous improvement feedback loop to continually review the processes, 

assessment criteria, and assessment and compliance outcomes. AL complaints 

and AL incidents should be subjected to root cause analysis, so as to design and 

implement appropriate AL policy and other controls to mitigate recurrences. 

The work of AL policy and process documentation, assessment, reporting, and 

compliance cannot be neglected once the initial assessments have been 

completed and AL policy design work is over, with trains of AL-enabled products 

and systems, eventually having the output of these activities being the continual 
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alteration of AL policy design, assessment criteria and processes. This leads us 

to the question "How should the above work be conducted on an ongoing basis?" 

for what should be the purposes of continual assessment, improvement, 

alteration, etc. All other factors being equal, organizations, sectors, jurisdictions, 

etc. with higher incident and complaints ratios per some predefined measure 

should be subjected to greater scrutiny. 

12. Role of Artificial Intelligence in Governance 

Artificial intelligence (AI) can improve human wellbeing primarily by enhancing 

governance systems [3,45-48]. Good governance is understood as government 

actions that are inclusive in nature and respectful of ethics and human rights. It 

is characterized by openness, accountability and integrity. Good governance is 

usually an important condition for economic development. AI can help both in 

the evolution of the general direction of governance and in the optimization of 

the implementation of specific policies or functions related to public 

administration. In that sense, AI can be instrumental to better governance, though 

it cannot replace the fundamental driving force of democratic governance, hence 

of decision making by human representatives of the citizenry. 

Every day the government is called to make millions of decisions shaping the life 

of its citizens in all areas: education, health, economy, law, security and defense, 

etc. Traditionally, this difficult task has been carried out relying on the 

knowledge and experience of human policymakers. However, we cannot expect 

human policymakers to always live up to the expectations and not make errors of 

judgment. A simple solution to help them perform their task is to rely as much as 

possible on the use of available data and on statistical techniques to process them. 

In recent years, this task has become more and more complex mainly because of 

the unprecedented scale of data produced worldwide on a daily basis, due to 

increased integration of markets and technical progress, which has allowed for 

the creation of new micro-data sources. AI techniques such as natural language 

processing and machine learning have begun to be used to optimize government 

decision making. 

12.1. AI in Policy Making 

Governments exercise their power by creating and enforcing laws, establishing 

rules, and setting levels of taxation and public expenditure. These decisions are 
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made by persons in charge of a political office. However, policy choices are 

guided by the compilation, analysis, and interpretation of evidence as a basis for 

the effective use of policy instruments. Politicians usually rely on civil servants 

when making such decisions. Thanks to their accumulated experience and 

expertise, civil servants are usually better suited than elected political 

representatives to assign budgetary resources, assess the effectiveness of 

programs, or avoid political favoritism. 

Artificial Intelligence can enhance the capacity of policymakers to foresee 

consequences and impacts in areas where fast trends or changes in behavior are 

occurring. Despite its several limitations, AI can move some of the burden from 

the shoulders of policy analysts to a robotic assistant. While a robot will not 

replace the expert in coming to the conclusions needed to formulate effective 

policy options, its assistance can speed up the process of compiling, sifting 

through, sorting, and analyzing a variety of technical data for many sectors of 

public policy. In this context, machine learning can help to ameliorate one of the 

basic problems of economic policy analysis, i.e., how to use the considerable 

volume of data now available to create valid models that can help government 

officials foresee the consequences of policy options. These models can help 

transform a process that is currently often done through intuitive statistical 

reasoning into a more rigorous scientific elaboration of the data. 

12.2. AI for Public Administration 

AI's most concrete use in government is to support the tasks of public 

administration at all levels of government. AI can be utilized in public 

administration to provide more informative and easier access to information from 

citizen inquiries, in the establishment of citizen profiles to identify fraud patterns 

in benefit requests, for analysis and processing of administrative requests and 

transactions, in predictive monitoring of continuing activities or services, in 

programming and management of budgets and investments, in assistance for 

simplified or automated responses on administrative processes, in personnel 

assessment and development and many other activities, as captured in several 

pilot programs and real-life experiences. Most populous countries have pilot 

projects in AI for chatbots to respond to citizen requests for public information, 

voice or chatbot-based processing of requests for various administrative services, 

and assistance to employees on customer support. Countries that have put these 

AI for public administration chatbots into service include several nations. In the 

assessment of the use of AI in public administration activities, a key criterion is 
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whether a citizen accessing the AI-supported services is likely to receive a better 

experience than by engaging with a real employee or than with an expert human 

doing it without AI. In many cases of repetitive data-driven works, the AI-based 

systems surpass human capabilities. In predictive monitoring, AI brings far better 

capacity for prediction than human-only solutions, generating positive use cases 

even if the final decision is put back in human hands. 

13. Conclusion 

Through the provided data and analysis, it is clear that the area of AI Governance 

is an emerging field that concerns the design of policies and guidelines that would 

assure the safety and security of AI agents, as well as the protection of people 

from harm caused by AIs. As a subset of governance, AI Governance focuses not 

on people but on AI technologies. As for every technology, AI has to be governed 

and also the conduct of its agents assured. This task aims to build trustworthy 

algorithms and systems. Furthermore, it addresses due diligence in the 

deployment and use of AI, enforcing compliance and sanctioning malicious 

behaviors. Since there are no intrinsic properties that allow us to determine the 

trustworthiness of an algorithm, it is reasonable to rely on external reviews by 

third parties. The explanation of the algorithm's behavior, its internal states, and 

its output are needed to perform such a review. The idea of accountability is 

sensible only if governance includes definitions of compliance, as well as the 

assignment of responsibilities. This, in turn, needs definitions of the possible 

conducts of AI algorithms and their designers which would lead to points of 

failure that demand accountability. Also, it should be possible to determine what 

parts of the input-output mapping and what parts of the internal state dynamics 

should be publicly traceable to allow monitoring and assurance. 
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