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Preface 

The expanse of AI has flourished into a foundation for contemporary research which 
influences many fields in computer science. However, the scope of AI has led to 
enormous number of challenges for foundation theory of any innovation. The AI 
Research Navigation; A Scholarly journey book sets one’s sight on imparting systematic 

and organized perspective on AI related research. The book is intended for providing 
academicians and researchers not just a glimpse of AI but a detailed description of case 
studies in the relevant field for further research expansion. The intention of authors is 
not just navigating through different perspectives of Artificial intelligence but to 
cultivate an interest in readers the potential to interrogate, associate and contribute 
sensibly to unravel the story of Artificial intelligence 

Dr. Shantakumar B. Patil 
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