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Abstract: Machine learning (ML) has transformed different sectors by allowing for data-based 

decision-making and forecasting analysis. This study explores the most recent techniques and 

algorithms that are influencing the direction of machine learning. The research investigates 

different supervised learning techniques, such as advanced versions of decision trees, support 

vector machines, and ensemble methods like XGBoost and random forests. Unsupervised learning 

involves the study of clustering algorithms like k-means++, hierarchical clustering, and density-

based spatial clustering of applications with noise (DBSCAN), which are used for anomaly 

detection and customer segmentation. An overview of convolutional neural networks (CNNs) for 

image recognition and recurrent neural networks (RNNs) and their advanced form, long short-term 

memory (LSTM) networks, for time-series analysis and natural language processing address deep 

learning, a subset of ML. The study highlights the progress of generative adversarial networks 

(GANs) and transformer models, showcasing notable improvements in generative tasks and 

language models, respectively. Moreover, the research delves into reinforcement learning, with an 

emphasis on recent advancements in deep reinforcement learning and how it is utilized in 

autonomous systems and playing games. Also covered are new developments like federated 

learning, which tackles data privacy issues by allowing ML models to be trained on decentralized 

devices, and quantum machine learning, which uses quantum computing to improve algorithm 

performance. This thorough review is designed to give a complete understanding of modern ML 

techniques and algorithms, providing insights into their practical use and potential for future 

innovation in different industries. 
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2.1 Introduction  

Artificial intelligence (AI) includes machine learning (ML), which has emerged as a 

game-changing technology with the potential to revolutionise a number of industries, 

including manufacturing, transportation, healthcare, and finance (Dhiman et al., 2022; SS 

& Shaji, 2022; Aljabri et al., 2022). Advanced machine learning (ML) approaches and 

algorithms have grown in popularity and use due to the rapid advancement of computer 

power and the amount of data (SS & Shaji, 2022; Mahesh, 2020; Kumbure et al., 2022). 

These developments let robots to learn from data, see patterns, and make judgements with 

little assistance from humans, ultimately increasing production and efficiency across a 

range of industries. The rise of data-centric applications in the modern digital age has 

necessitated the development of powerful machine learning algorithms that can handle 

complex datasets (Mijwil et al., 2023; Dhall et al., 2020; Tanveer et al., 2020). The ML 

paradigm relies heavily on techniques like supervised learning, unsupervised learning, 

and reinforcement learning, each of which offers unique approaches to model training and 

prediction. Unsupervised learning techniques identify hidden patterns in data without 

labels, whereas supervised learning algorithms require labelled data to train models to 

make predictions on fresh data (Syeda et al., 2021; Saha & Manickavasagan, 2021). 

However, by experimenting with various actions and using rewards and penalties as 

guidance, models can learn the optimal behaviours through reinforcement learning 

(Mahesh, 2020; Mijwil et al., 2023; Zhang et al., 2020; Greener et al., 2022). Beyond 

automation, machine learning's significance lies in its ability to draw insightful 

conclusions from data and apply those conclusions to make well-informed decisions. ML 

algorithms play a crucial role in healthcare by aiding in predictive analytics, identifying 

diseases, and customizing treatment plans (Tanveer et al., 2020; Fatima et al., 2020; 

Cifuentes et al., 2020;  Bhatore et al., 2020). In the financial sector, they aid in identifying 

fraud, evaluating risk, and conducting algorithmic trading. Additionally, ML methods are 

crucial in improving customer satisfaction via recommendation systems, natural language 

processing, and computer vision. 

Table 2.1 Different types of ML algorithm 

Machine Learning Type Category Algorithm 

Supervised Classification Naive Bayes 

Supervised Classification Logistic Regression 

Supervised Classification K-Nearest Neighbor (KNN) 

Supervised Classification Random Forest 

Supervised Classification Support Vector Machine (SVM) 

Supervised Classification Decision Tree 
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Supervised Regression Simple Linear Regression 

Supervised Regression Multivariate Regression 

Supervised Regression Lasso Regression 

Unsupervised Clustering K-Means Clustering 

Unsupervised Clustering DBSCAN Algorithm 

Unsupervised Clustering Principal Component Analysis 

Unsupervised Clustering Independent Component Analysis 

Unsupervised Association Frequent Pattern Growth 

Unsupervised Association Apriori Algorithm 

Unsupervised Anomaly Detection Z-score Algorithm 

Unsupervised Anomaly Detection Isolation Forest Algorithm 

Semi-Supervised Classification Self-Training 

Semi-Supervised Regression Co-Training 

Reinforcement Model-Free Policy Optimization 

Reinforcement Model-Free Q-Learning 

Reinforcement Model-Based Learn the Model 

Reinforcement Model-Based Given the Model 

 

Table 2.1 classifies different machine learning algorithms according to their learning 

types and specific categories. The table includes four main types of learning: Supervised 

Learning, Unsupervised Learning, Semi-Supervised Learning and Reinforcement 

Learning. This table provides a systematic understanding of various algorithms in the field 

of machine learning and presents from an academic perspective which learning types and 

categories these algorithms belong to Bhat et al., (2023); Latif et al., (2023); and Topuz 

& Alp (2023). 

This research seeks to give a thorough explanation of the techniques and algorithms that 

support ML. We aim to explore the current ML methodology landscape by conducting a 

thorough review of literature, focusing on their applications, strengths, and limitations. 

The examination will cover different aspects of ML, such as selecting models, engineering 

features, and evaluating metrics, providing a comprehensive understanding of the field. 

The main contribution of this study include: 

⚫ A comprehensive analysis of available literature on machine learning methods and 

algorithms, offering a critical summary of current understanding and highlighting 

areas for further research. 

⚫ Identifying and examining key terms and how they appear together in literature to 

reveal common themes and trends in machine learning research. 
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⚫ An in-depth cluster analysis to classify and illustrate the connections between 

different ML techniques and algorithms, aiding in a better comprehension of the 

industry's organization and development. 

 

2.2 Methodology 

This research employs a systematic methodology to examine various machine learning 

techniques and algorithms. A survey of the existing literature served as the fundamental 

step for the investigation. A thorough search was conducted using a number of scholarly 

resources, including Google Scholar, IEEE Xplore, SpringerLink, and ScienceDirect. 

Peer-reviewed literature, conference proceedings, and freshly published review papers 

were all included in the search parameters. Publications that particularly discuss machine 

learning algorithms and methodologies were given special attention. The objective of the 

literature review was to gather a wide variety of perspectives and findings in order to 

arrive at a thorough understanding of the subject. Following a survey of the literature, the 

most often used terms and phrases related to machine learning algorithms and 

methodologies were identified by a keyword analysis. Keywords were identified by 

analyzing the titles, abstracts, and keywords sections of the chosen papers. This procedure 

included utilizing text mining tools and software VOSviewer to measure the occurrence 

and significance of particular terms. The aim was to identify the main themes and ideas 

that are prevalent in discussions within the field of machine learning research.  

The subsequent stage included conducting co-occurrence analysis to explore the 

connections among keywords in the chosen literature. This analysis uncovers the 

interconnectedness of different concepts and techniques in machine learning by 

pinpointing common pairs of keywords in documents. Network analysis software was 

used to visualize the co-occurrence network, enabling the identification of key clusters 

and subfields in the machine learning domain. In the end, cluster analysis was carried out 

to classify the research articles into different groups according to their thematic 

similarities. Hierarchical clustering techniques were used on the keyword co-occurrence 

data to accomplish this. The clustering process assisted in identifying distinct areas of 

emphasis in machine learning research, including supervised learning, unsupervised 

learning, reinforcement learning, and deep learning. Each group was then examined to 

comprehend its distinct qualities and impacts on the field. 
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Fig. 2.1 Machine learning workflow 

Machine learning (ML) processes require systematic planning and execution of projects 

and evaluation of results. These processes generally proceed within the framework of 

certain steps, and each step contributes significantly to the success of the project. Fig. 2.1 

shows the machine learning workflow in general. 

The machine learning workflow consists of specific steps that must be followed from the 

beginning to the end of projects. This workflow includes basic stages such as determining 

the objectives of the project, preparing the data, creating and distributing the models. Each 

step is critical to the overall success of the project and must be executed with care. This 

structured approach ensures that machine learning projects are completed efficiently, 

effectively and consistently. 

 

2.3 Results and discussions 

Co-occurrence and cluster analysis of the keywords used in ML techniques  

The network diagram (Fig. 2.2) displays a intricate network of terms associated with 

machine learning methods, demonstrating how they appear together and group together 

in a significant collection of academic papers. This kind of visualization aids in grasping 
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the interconnectedness of various concepts in machine learning and their common 

occurrence in literature. The diagram shows clusters that group together keywords related 

to each other and appear together often, highlighting specific research areas and themes 

within the wider field of machine learning. In the diagram's focal point, "machine 

learning" and "learning systems" are the main nodes, showing their significance in the 

discussion. The nodes' size indicates they are the terms mentioned most often, serving as 

central points from which other related terms extend. This importance emphasizes that 

machine learning is a fundamental concept that different techniques, applications, and 

related fields are centered around. A prominent group in the chart, highlighted in green, 

focuses on machine learning applications related to security. Key terms like "cyber 

security," "network security," "anomaly detection," and "intrusion detection" are 

significant in this group. This suggests a large amount of research has been conducted on 

how machine learning can improve security, identify irregularities, and safeguard 

networks against cyber dangers. The existence of phrases such as "privacy-preserving 

techniques" and "federated learning" in this group shows continuous endeavors to tackle 

privacy issues while utilizing machine learning for security objectives. 

In addition to this cluster, which emphasises security, there is another significant cluster 

that focusses on machine learning algorithmic approaches and techniques and is indicated 

in blue.Words like "decision trees," "adaptive boosting," "random forest," and "feature 

selection" are important and demonstrate a serious focus on improving machine learning 

algorithms through research. This group embodies the technical aspects of machine 

learning, focussing on optimising feature extraction methods, boosting algorithm 

performance, and increasing predicting accuracy. Machine learning applications in the 

medical and healthcare domains are highlighted by the red cluster, which also features 

phrases like "random forest," "prediction," "classification," and "controlled study." The 

terms "illnesses," "identification," "central nervous system," and "coronavirus" illustrate 

how frequently machine learning techniques are used in medical research to forecast 

disease outcomes, examine brain activity, and analyse medical images. This group 

highlights how machine learning, a field that utilizes computational methods, spans across 

different disciplines to tackle challenging issues in healthcare and medicine. 

Key phrases like "convolutional neural network," "image segmentation," "image 

processing," and "computer vision" are highlighted by the yellow group, which specialises 

in image processing and computer vision jobs. This indicates that using deep learning 

techniques to analyse visual data is highly important. Terms like "convolution" and 

"feature extraction" suggest that the emphasis is on developing sophisticated models for 

precisely processing and comprehending images, which is crucial in fields like 

surveillance, medical imaging, and autonomous driving. The purple-highlighted group is 
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another important one that focusses on sentiment analysis and natural language processing 

(NLP). Phrases like "emotion analysis," "NLP," "online education," and "data protection" 

indicate that machine learning is being used extensively in research to understand and 

analyse human speech. This grouping emphasizes the significance of NLP methods in 

different areas such as e-learning platforms, customer feedback sentiment analysis, and 

privacy-preserving techniques in text data analysis. 

 
Fig. 2.2 Co-occurrence analysis of the keywords used in ML techniques  

The interconnected clusters show the various uses of machine learning across different 

disciplines. As an example, even though the green cluster emphasizes security, it is 

connected to the blue cluster, indicating that progress in algorithmic techniques is vital 

for enhancing security applications. Likewise, the red cluster centered on medical aspects 

is linked with the yellow cluster emphasizing image processing, demonstrating the 

intersection of medical imaging and computer vision methods.We can better grasp the 

latest developments and important fields of research in the field of machine learning 

thanks to the keywords' simultaneous appearance in both of these categories. For example, 

"privacy-preserving techniques" are frequently used with terminology related to security 

and natural language processing (NLP), suggesting that data privacy is becoming more 
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and more important in a variety of sectors. It is possible, therefore, that future research 

will continue to focus on developing techniques that combine the benefits of machine 

learning with the need to protect user privacy. Moreover, the relevance of terms like "deep 

learning" and "neural networks" across several clusters proves their basic use across a 

range of machine learning uses. Numerous novel solutions, such as advances in image 

processing methods, cybersecurity, and medical diagnostics, are based on neural networks 

and deep learning models. 

 

Advanced machine learning algorithms 

There are three main types of machine learning algorithms: supervised, unsupervised, and 

reinforcement learning (Dhall et al., 2020;  Navarro et al., 2021;  Houssein et al., 2021;  

Nwanosike et al., 2022). Sophisticated methods are frequently used in advanced 

algorithms to combine different types and improve performance and adaptability (Dhall 

et al., 2020; Tanveer et al., 2020; Gedam & Paul, 2021; Shaukat et al., 2020). These 

sophisticated algorithms have the ability to analyze and process data with unparalleled 

precision, proving to be invaluable in various industries like healthcare, finance, and 

autonomous systems (SS & Shaji, 2022; Dhall et al., 2020; Seo et al., 2020; Hernandez-

Matheus et al., 2022; Aliramezani et al., 2022). 

Deep Learning and Neural Networks 

Neural networks with multiple layers, or "deep" networks, are used in deep learning, a 

kind of machine learning, to examine complex patterns in data. Convolutional neural 

networks (CNNs) and recurrent neural networks (RNNs) are two notable examples. CNNs 

are particularly good at image and video recognition applications because of their ability 

to record spatial hierarchies. However, RNNs are particularly good at analysing sequential 

data, such time series and natural language processing (NLP). Generative Adversarial 

Networks (GANs) are the latest advances in deep learning. GANs are composed of two 

neural networks competing to generate real data. Remarkable results have been achieved 

by GANs in producing high-quality photos, music, and videos. Transformer models, such 

as BERT and GPT, have transformed natural language processing by allowing for 

contextually aware comprehension and creation of text. 

Reinforcement Learning 

Reinforcement learning (RL) involves teaching agents to perform desirable actions in 

order to assist them in making decision sequences. When a certain outcome is unknown 

but may be determined by trial, this type of learning is highly advantageous. Reactive 

learning (RL) has inspired the development of sophisticated AI systems for games, 
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robotics, and autonomous vehicles. Recent advances in reinforcement learning combine 

deep learning to create Deep Reinforcement Learning (DRL). Proximal Policy 

Optimisation (PPO) and Deep Q-Networks (DQN) are two techniques that have 

demonstrated significant progress in handling difficult jobs. Robust trading systems and 

robotic control, as well as advancements in gaming such as AlphaGo, have been made 

possible by DRL's ability to learn from large amounts of data, including video frames. 

Transfer Learning 

Transfer learning is building a model for a different task using an existing model for the 

first task as a basis. This strategy, which builds on the knowledge from the first task to 

improve outcomes, is extremely helpful when there is little data available for the second 

task. The advent of pre-trained models, such ImageNet for computer vision and BERT for 

natural language processing, has propelled the growth of transfer learning. These models 

are designed to reduce training time and resource requirements while maintaining high 

performance, as they have been fine-tuned for specific tasks after being trained on large 

datasets. 

Explainable AI (XAI) 

The more complicated machine learning models get, the more crucial it is to comprehend 

their decision-making processes, especially in delicate industries like finance and 

healthcare. The goal of explainable AI (XAI) is to make AI systems more understandable 

and comprehensible for people. The most advanced techniques for explaining how models 

predict results are SHAP (Shapley Additive Explanations) and LIME (Local Interpretable 

Model-agnostic Explanations). The move towards XAI is being driven by regulatory 

requirements as well as the need for trust and accountability in AI systems. Ensuring the 

interpretability of AI models is crucial for assisting stakeholders in ensuring equity, 

impartiality, and compliance with moral principles. 

Federated Learning 

A sophisticated technique called federated learning uses multiple decentralised devices or 

servers, each with local data samples, to train a global model. By storing data on separate 

devices and only exchanging model changes, this technique protects data security and 

privacy. In industries where protecting data privacy is crucial, like healthcare and mobile 

apps, the use of federated learning is growing. Federated learning is used by Apple's Siri 

and Google's Gboard to improve user experience while maintaining data security. This 

approach is also gaining popularity in cooperative research with different organisations. 
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Fig. 2.3 Sankey diagram of advanced ML algorithms 

Self-Supervised Learning 

In the emerging field of self-supervised learning, an algorithm generates a self-monitoring 

signal by analysing the incoming data. This method reduces the need for large annotated 

datasets, which are usually expensive and time-consuming to create. In self-supervised 

learning, techniques like Contrastive Learning and Masked Language Modelling (seen in 

models like BERT) are setting the standard. These methods, which build robust 

representations from unannotated data, have produced remarkable results in computer 

vision and natural language processing, setting new benchmarks. 

AutoML and Neural Architecture Search (NAS) 

The method of creating models is being revolutionised by AutoML and NAS. AutoML 

handles every step of the machine learning implementation process, from selecting the 

right model to adjusting hyperparameters, all in a more efficient manner. Conversely, the 

main focus of NAS is to automate the construction of neural network architectures. These 

developments are levelling the playing field for AI, making it accessible to those without 

specialised knowledge, and significantly accelerating the creation process. Leading 

platforms in this industry include open-source tools like NASNet and AutoKeras, as well 

as platforms like Google AutoML. 

Graph Neural Networks (GNNs) 
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Graph-structured data, which is frequently present in social networks, recommendation 

systems, and molecular biology, is the target application for GNNs. Because GNNs are 

able to capture the relationships and interactions between nodes, they are useful for tasks 

like node classification, link prediction, and graph classification. Graph Convolutional 

Networks (GCNs) and Graph Attention Networks (GATs) are recent additions to the GNN 

family that enhance its ability to process complex graph data. These models are being 

actively researched and used for a variety of purposes, from fraud detection to medication 

discovery. 

Quantum Machine Learning 

The exciting field of quantum machine learning is created when machine learning and 

quantum computing combine. Because quantum computers can compute exponentially 

faster than classical computers, they have the potential to solve hard machine learning 

issues that are now unsolvable. Researchers are looking into quantum versions of classical 

algorithms, such as quantum neural networks and quantum support vector machines. 

Quantum machine learning, though still in its infancy, has the potential to revolutionise 

fields that require large amounts of computational power, such as materials science, 

encryption, and optimisation problems. 

The depiction of advanced machine learning algorithms on the Sankey diagram (Fig. 2.3) 

shows the movement and connections between different ML methods and individual 

algorithms. The classification of ML starts by dividing it into three primary categories: 

Supervised Learning, Unsupervised Learning, and Reinforcement Learning. Supervised 

Learning can be divided into Classification and Regression, which are important for 

making predictions using labeled data. Classification can be broken down into Decision 

Trees, Support Vector Machines (SVM), and Naive Bayes. Decision Trees can be divided 

into subcategories such as Random Forest and Gradient Boosting, while SVM includes 

Kernel and Linear Methods. Regression is divided into Linear Regression, Ridge 

Regression, and Lasso Regression, demonstrating different methods for modeling 

connections between variables. Unsupervised Learning leads to Clustering, a technique 

for organizing data points without predefined tags. Clustering divides into K-Means, 

Hierarchical Clustering, and DBSCAN, each showcasing distinct methods for recognizing 

natural clusters in data. Policy optimization is a result of reinforcement learning and 

involves methods such as Q-Learning and Deep Q-Networks. Q-Learning can be further 

divided into two categories: Model-Free and Model-Based Methods, which highlight the 

difference between algorithms that directly learn policies and those that create a model of 

the environment. Deep Q-Networks demonstrate how deep learning can be applied in 

reinforcement tasks by connecting directly to Neural Networks.  
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Emerging techniques in machine learning 

Self-supervised learning (SSL) is among the most revolutionary new methods in the field 

of machine learning (Al-Shaaby et al., 2020; Bertolini et al., 2021; Mishra, 2021). In 

contrast to conventional supervised learning, SSL uses a significant amount of unlabeled 

data instead of labeled data to develop valuable representations (Albahri et al., 2020; Musa 

et al., 2020; Hooda et al., 2022). This method is especially beneficial considering the 

limited availability and high expense of annotated datasets. SSL has demonstrated 

impressive achievements in the fields of natural language processing (NLP) and computer 

vision. For example, BERT and GPT, both built on SSL, have achieved new standards in 

NLP tasks like translating languages, analyzing sentiments, and generating text. In the 

field of computer vision, methods such as contrastive learning within semi-supervised 

learning have enhanced the performance of image recognition and classification 

algorithms by allowing them to extract features from large quantities of unlabelled 

images. 

Few-shot learning is a developing method that is becoming more popular (Kumbure et 

al., 2022; Mijwil et al., 2023; Dhall et al., 2020; Cifuentes et al., 2020). This technique 

tackles the issue of training models when data is scarce. Few-shot learning models are 

able to extrapolate information from a limited amount of instances, making them 

extremely beneficial in situations where gathering data is challenging or costly. This 

method is especially useful in medical analysis, as it can be difficult to acquire extensive 

labeled datasets. Few-shot learning models are capable of recognizing diseases with only 

a small number of labeled medical images, which helps speed up the implementation of 

AI in the healthcare industry. Within the domain of neural network structures, 

transformers have completely transformed the way models manage sequential data. 

Initially developed for NLP duties, transformers have surpassed conventional RNN and 

CNN in diverse uses. Transformers' significant advancement lies in their self-attention 

mechanism, enabling models to dynamically assess the significance of various parts of 

the input data. This has resulted in advancements not just in NLP, but also in areas such 

as protein folding, utilizing transformers to forecast the 3D configuration of proteins, 

assisting in drug development and comprehending biological functions. 

Graph neural networks (GNNs) are gaining traction as effective resources for 

understanding information from graph-based data (Aliramezani et al., 2022; Al-Shaaby et 

al., 2020; Bertolini et al., 2021; Hooda et al., 2022). GNNs are highly effective in tasks 

where connections between entities are essential, like social network analysis, 

recommendation systems, and molecular chemistry. GNNs can make more precise and 

informative predictions by representing data in graph form, which allows them to capture 

intricate relationships and connections. In drug discovery, GNNs predict molecular 
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properties and interactions to help identify possible drug candidates. Federated learning 

is tackling privacy issues in the field of machine learning. Conventional machine learning 

models need data to be stored in a centralized manner, leading to concerns about privacy 

and security. On the contrary, federated learning enables training models on multiple 

decentralized devices without the need to share raw data. This method is especially 

important for use in fields that deal with confidential data, like healthcare and finance. 

Through keeping data in specific locations, federated learning improves privacy and still 

benefits from collective learning across varied data sources. Google's use of federated 

learning in the Gboard app, where the model learns from user typing behavior without 

sending the data to central servers, demonstrates its real-world use. 

The field of explainable AI, or XAI, is becoming more and more important (SS & Shaji, 

2022; Aljabri et al., 2022; Mahesh, 2020; Aliramezani et al., 2022). It gets more difficult 

to understand and justify the decisions made by machine learning models as their 

complexity rises (Bertolini et al., 2021; Mishra, 2021; Albahri et al., 2020). The objective 

of XAI approaches is to improve the interpretability and transparency of models so that 

users can trust AI systems and use them effectively. Methods like SHAP and LIME 

highlight the characteristics that influence decisions by revealing the elements influencing 

model predictions. For reasons of responsibility and trust, it is particularly critical to 

understand the logic underlying AI-generated decisions in sectors like healthcare and 

finance. Within machine learning, there is another method known as "learning to learn," 

or meta-learning. Meta-learning algorithms use prior information and experience to 

improve the efficacy and efficiency of learning processes. This technique is particularly 

useful in environments where activities are added or changed often. Thanks to meta-

learning, robots in robotics may quickly adapt to new tasks with little training, increasing 

their usefulness and adaptability. An advanced technique for automating the construction 

of neural network architectures is called neural architecture search, or NAS. The 

traditional method of creating models is based on human experience and knowledge, 

which can be laborious and inefficient. NAS employs algorithms to investigate and 

enhance neural network architectures, resulting in the identification of superior and more 

effective models. This method has resulted in the creation of cutting-edge models that 

surpass manually created structures in different benchmarks, from image recognition to 

language processing. 

Reward learning (RL) is still evolving as a result of deep reinforcement learning (DRL) 

advancements (SS & Shaji, 2022; Aljabri et al., 2022; Mahesh, 2020; Houssein et al., 

2021). Through experimentation, DRL combines the principles of reinforcement learning 

with deep neural networks to enable agents to learn complex abilities. Impressive 

outcomes have been demonstrated by this technique in autonomous systems, robotics, and 
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games. Proximal Policy Optimisation (PPO) and Soft Actor-Critic (SAC) algorithms have 

improved DRL's stability and efficacy, opening up more practical and extensible 

applications. DRL has been instrumental in training agents to be proficient in complex 

games like Dota 2. Significant progress has also been made in the development of GAN. 

GANs are made up of a pair of neural networks - one generator and one discriminator - 

which compete in generating authentic data samples. This method has transformed fields 

such as image creation, data enhancement, and aesthetic transformation. Recent 

advancements in GANs, like StyleGAN and BigGAN, have generated incredibly lifelike 

visuals, expanding the limits of creative and visual possibilities. Researchers are also 

investigating the usage of GANs for creating artificial data to enhance training sets, 

solving problems related to lack of data and prejudice. Quantum machine learning (QML) 

is a developing area that merges quantum computing with machine learning. QML 

algorithms harness quantum mechanics principles to handle information in ways that 

classical computers are unable to, which could result in significant speed increases for 

specific tasks. Even though QML is still in its early stages, it shows potential for 

addressing challenging optimization issues, modeling quantum systems, and improving 

cryptographic protocols. Scientists are currently conducting research to investigate the 

capabilities of quantum algorithms in speeding up machine learning processes. Initial tests 

have indicated promising results particularly in quantum support vector machines and 

quantum neural networks. 

 

Optimization algorithms in machine learning 

Optimization algorithms play a crucial role in machine learning by facilitating the 

efficient and successful training of models (Tanveer et al., 2020; Syeda et al., 2021; 

Albreiki et al., 2021; Saha & Manickavasagan, 2021; Albahri et al., 2020). These 

algorithms are created to reduce or increase a particular objective function by modifying 

the model's parameters (Aljabri et al., 2022; Mahesh, 2020; Tanveer et al., 2020; Cifuentes 

et al., 2020). In machine learning, optimization usually consists of reducing the error or 

loss function, which evaluates the discrepancy between predicted and actual outputs 

(Fatima et al., 2020; Cifuentes et al., 2020;  Bhatore et al., 2020;  Navarro et al., 2021). 

As the field progresses, new optimization algorithms and techniques keep appearing, 

tackling different obstacles and enhancing the efficiency of machine learning models. 

Gradient-Based Optimization 

The basis of machine learning remains gradient-based optimisation approaches. Reducing 

the loss in one direction while increasing the gain in another relies on estimating the 

gradient of the loss function with respect to the model parameters. Because of its 
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simplicity and efficiency, stochastic gradient descent (SGD) and its variants are widely 

used. Compared to using the entire dataset, SGD drastically reduces the computing cost 

by updating the model's parameters using a mini-batch of data. The focus of recent 

developments has been on increasing the stability and rate of convergence of gradient-

based approaches. The Adam algorithm—also referred to as Adaptive Moment 

Estimation—has gained a lot of traction. It merges the advantages of AdaGrad and 

RMSProp by calculating personalized learning rates for individual parameters. Adam is 

suitable for problems with sparse gradients and non-stationary objectives, as it utilizes 

estimates of first and second moments of the gradients. Its strength and effectiveness have 

caused it to become the standard selection in numerous deep learning platforms. 

Second-Order Methods 

Second-order approaches use the Hessian matrix information to capture the curvature of 

the loss function, in contrast to first-order methods that use gradients, like SGD. A well-

known second-order optimisation strategy that converges faster than first-order methods, 

especially when it comes close to the optimum, is Newton's Method. However, for large 

problems, the Hessian matrix computation and storage may be prohibitively expensive. 

Quasi-Newton Methods, such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) 

algorithm, estimate the Hessian matrix rather than compute it directly in order to address 

this problem. L-BFGS is a scalable version that may be applied to high-dimensional 

optimisation issues because it only requires a minimal number of vectors to approximate 

the Hessian. 

Optimization in Deep Learning 

Particularly deep neural networks pose unique optimisation challenges due to their 

complex loss landscapes, multiple local minima, and saddle points. Learning Rate 

Schedulers are becoming essential for deep network optimisation. Techniques like Cosine 

Annealing and Cyclical Learning Rates modify the learning rate during training to help 

the model avoid local minima and arrive at better solutions. The optimisation of deep 

learning has been transformed by the technique known as batch normalisation. By 

normalising each layer's input, batch normalisation reduces internal covariate shift, which 

helps to stabilise and accelerate training. It lessens reliance on the original parameter 

values and permits faster learning rates. 

Evolutionary Algorithms 

Natural selection and genetic evolution serve as models for evolutionary algorithms 

(EAs). Because they can explore a large range of solutions and avoid becoming stuck at 

local minimum points, these population-based algorithms have gained popularity in the 
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field of machine learning. Two prominent examples of well-known techniques in the field 

are Particle Swarm Optimisation (PSO) and Genetic Algorithms (GAs). Neural 

architecture searches and hyperparameter optimisation are two areas where EAs excel. 

One such method is the NeuroEvolution of Augmenting Topologies (NEAT) program, 

which finds novel, efficient configurations without human intervention by evolving the 

weights and structures of neural networks. These algorithms can be used with other 

optimisation strategies to get better performance, and they have a strong potential for 

parallelisation. 

Bayesian Optimization 

Based on probabilistic models, Bayesian optimisation is an effective technique for 

optimising black-box functions, which are challenging to evaluate because of their high 

cost and lack of gradient data. In order to estimate the objective function, it builds a 

surrogate model, typically a Gaussian process, and uses it to identify the location of the 

subsequent sampling. This method works particularly well for fine-tuning machine 

learning model hyperparameters. Bayesian optimisation, as opposed to grid or random 

search, finds the optimal hyperparameters with fewer evaluations by focussing on 

promising regions inside the search space. Its capacity and effectiveness have been 

improved recently, making it suitable for challenging optimisation issues with lots of 

noise and large dimensions. 

Gradient-Free Optimization 

Gradient-free optimisation techniques offer useful choices in scenarios when gradient 

information is either unavailable or unreliable. Traditional examples include Nelder-Mead 

Simplex and Simulated Annealing (SA). These strategies can handle noisy and non-

differentiable objective functions, albeit at a lower efficiency than gradient-based 

methods. Recent research has looked into the use of methods for Zero-Order 

Optimisation, in which function evaluations are the only source of information used to 

determine gradients. Techniques like Derivative-Free Optimisation (DFO) and Random 

Search with Learning Automata (RSLA) have shown promise in high-dimensional 

function optimisation without the need for gradient data. 

Advances in Regularization Techniques 

In optimisation, regulation techniques are crucial because they prevent overfitting and 

improve generalisation. In order to encourage sparsity and reduce complexity, L1 and L2 

regularisation are frequently used to apply penalties to the loss function based on the size 

of the model parameters. As a kind of regularisation known as "dropout," units in a neural 

network are randomly removed during training in order to promote the network's learning 
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of a variety of representations and increase its stability. Two new innovations are Shake-

Shake Regularisation, which introduces randomness in both the forward and backward 

passes to increase regularisation, and DropConnect, which randomly removes 

connections rather than units. 

Optimization in Reinforcement Learning 

Because finding a balance between exploration and exploitation and the sequential nature 

of decision-making present unique optimisation challenges for reinforcement learning 

(RL). Policy gradient methods compute gradients of the predicted reward in order to 

optimise the policy. Nowadays, RL's top techniques include Proximal Policy 

Optimisation (PPO) and Trust Region Policy Optimisation (TRPO), which offer improved 

stability and efficiency over traditional methods. To obtain optimal strategies, Q-Learning 

and its enhanced form, Deep Q-Networks (DQN), improve the action-value function. 

More recently, techniques like Double DQN and Duelling DQN have improved the 

stability and performance of Q-learning algorithms by addressing issues like 

overestimation bias. 

Optimization for Federated Learning 

Federated learning is a novel approach to training models collaboratively across several 

devices while maintaining data privacy. The optimisation of federated learning is further 

complicated by disparate data distributions and limited communication capabilities. A 

popular approach called FedAvg averages the model parameters over time while doing 

local updates on each device. The focus of current research has been on adopting adaptive 

learning rates and reducing communication overhead through the use of techniques like 

Federated Stochastic Variance Reduction (FedSVRG) in order to improve the efficiency 

and convergence of federated learning algorithms. 

 

2.4 Conclusions 

Research into methods and algorithms in machine learning has demonstrated the quick 

progression and extensive use of these technologies in different sectors. One of the most 

significant trends is the emergence of deep learning algorithms, specifically CNN and 

RNN, which have transformed areas like image recognition, natural language processing, 

and speech synthesis. These progressions have been made possible due to the presence of 

vast amounts of data and the rapid increase in computing capabilities, allowing for more 

intricate models to be efficiently trained. Another important advancement involves 

combining reinforcement learning and unsupervised learning methodologies. 

Reinforcement learning, such as Deep Q-Networks (DQNs) and Proximal Policy 
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Optimization (PPO), has demonstrated impressive achievements in domains that involve 

sequential decision-making, such as robotics and autonomous driving. Unsupervised 

learning, utilizing methods such as GAN and self-organizing maps, has expanded the 

possibilities for exploring data and recognizing patterns without the need for labeled data, 

making machine learning more widely applicable. 

Moreover, the emphasis on clarity and understanding of machine learning models has 

become more important. XAI methods are being created to enhance the transparency of 

complex models' decision-making processes, aiming to improve trust and reliability in 

important fields like healthcare and finance. This pattern is essential for tackling moral 

issues and following rules and regulations. Furthermore, the way data privacy is upheld 

is being transformed by the adoption of federated learning. Federated learning enables 

models to be trained on decentralized devices without transferring raw data, safeguarding 

user privacy and tapping into collective knowledge. This method is especially important 

in delicate areas such as medical studies and individual finances. The ongoing integration 

of cutting-edge algorithms and approaches offers the potential to discover new 

opportunities, fueling progress and advancement in this ever-evolving industry. 
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